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#### Abstract

The solution of a number of electromagnetic problems, in both closed and open systems, using the modified residue calculus and functional theoretic techniques is presented.


The solutions start with known closed region problems and then are extended to new closed region problems and finally to several open region problems.

Specific problems considered for the closed region are: 1) the trifurcated waveguide; 2) the dielectrically loaded trifurcated waveguide; 3) the N-furcated waveguide; 4) the dielectrically loaded $\mathbb{N}$-furcated waveguide; 5) determination of the Eigenvalues of ridged waveguide; and 6) scattering by a dielectric stop.

Open region problems considered are: l) a parallel plate radiating into a homogeneous half-space; 2) a finite phased array; 3) remote sensing of the earth using parallel plate waveguides; 4) a flanged waveguide radiating into a halfspace; 5) scattering by a thick, semi-infinite plane; and 6) radiation from a slot in a waveguide wall.

Some suggested extension of the techniques to other types of problems is also included.

Key words: Closed systems; electromagnetic problems; functional theoretic techniques; modified residue calculus; open systems; remote sensing.

## PART I

## SOLUTION OF CLOSED REGION PROBLEMS

## CHAPTER 1. INTRODUCTION

The first part of this monograph is concerned with the analysis of closed region waveguide junction problems. This allows simplification of the techniques to be used since no branch cuts are involved in the spectral representation of the fields. However, the analysis can be extended to open region problems in a logical manner. This is the subject of the second part of this monograph.

The problems of interest will be confined to two-dimensional geometries for which a strictly TE or TM solution is possible.

Generally speaking, direct mode matching could be employed as a method of solution of the problems to be presented. However, direct mode matching has several disadvantages which often outweigh the simplicity of the method. One of the disadvantages is that many problems have been shown to exhibit a relative convergence phenomena with regard to the truncation of the modal representations of the various regions. For the bifurcated waveguide the solution is known (Mittra and Lee, 1971) to converge to the correct result only when the ratio of the number of modes is chosen equal to the ratio of the heights of the waveguides. This choice ensures the satisfaction of the edge condition of the problem and
*Montgomery is with Texas Instrument Corporation, Dallas, Texas.
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hence the uniqueness of the solution. However, for more complicated structures the solution is not generally known. Accurate solutions are still possible; however, this is often at the expense of including an excessively large number of modes in the larger waveguide region. For the most efficient solution one must have some guidelines in the choice of the number of modes of the various regions. For many problems this is not possible without an extensive numerical convergence study. Even with this disadvantage, mode matching is often used because of its simplicity or generality. However, direct mode matching has another disadvantage that is often overlooked. Direct mode matching does not use a priori information regarding the geometry. For example, the bifurcated waveguide solution is known exactly; yet, a direct mode matching solution is of the same order of difficulty as a nonsoluble geometry.

For many problems there are two analysis techniques which appear to be superior to direct mode matching: the generalized scattering matrix technique (GSMT) and the modified residue calculus technique (MRCT). Both of these techniques recognize that many problems are composed of a combination of soluble problems. The GSMT and the MRCT are used to solve problems by efficiently combining these known solutions.

The basic soluble problem used in the solution of two dimensional waveguide discontinuity problems is the bifurcated waveguide. It is well known that the solution of the bifurcated waveguide can be obtained either by the Wiener-Hopf method or the residue calculus technique (Mittra and Lee, 1971). Pace and Mittra (1964) originally used these known solutions in conjunction with the generalized scattering matrix technique (GSMT) to arrive at the solution of composite problems. These composite problems were obtained by identifying an auxiliary problem such that it was clear that the solution of the problem was a modification of the bifurcated junction. As distances and material parameters approached limiting values, the solution to the original problem was obtained.

The GSMT, although a numerically efficient scheme, has one particular weakness. Since the GSMP uses truncated matrix representations of junctions, it is difficult to show that the edge conditions of composite problems are either changed or added to the edge conditions of the soluble problems. Since the edge conditions of the composite problem may not be satisfied, one may not be assured of the uniqueness of the solution. However, it is frequently the case that these effects are small when calculating quantities such as dominant mode reflection coefficients. Van Blaricum and Mittra (1969) remedied this for a certain class of problems. They made use of the same auxiliary problem used in the GSMT; however, they formulated the problem in a manner where a modified residue calculus technique (MRCT) was used. The MRCT solution was obtained by recognizing that the solution to the problem is obtained by shifting zeroes of the original residue calculus solution of the bifurcated waveguide. These shifted zeroes could be found asymptotically by using the edge condition of the problem. Iterative and matrix techniques were used (Mittra and Lee, 1971) to find a finite set of shifted zeroes or the equivalent Lagrangian interpolating polynomial representation. Only a small number of these zeroes were needed to accurately find such quantities as the reflection coefficients of the dominant modes. Additionally, because the solution explicitly satisfied the edge ondition, the convergence of the results was better than the GSMT solution.

Recently, Royer and Mittra (1972) examined a dielectric step in a parallel plate waveguide. Since there was interest in high dielectric constants, the solution was formulated using an extension of the MRCT. However, the asymptotic shift of zeroes could not be found. Thus an infinite form of a Lagrangian interpolating polynomial was used instead of a shifted zero representation. Consequently, the asymptotic form of the coefficients of the expansion were found from an application of the edge condition. This enabled the infinite equations to be truncated and solved in an efficient manner.

This part of the monograph studies a canonical problem of a bifurcated waveguide with infinitely many known modes incident from all guides. The solution of the problem can be expressed advantageously using an infinite form of the Lagrangian interpolating polynomial. This solution can then be used to solve various composite problems. In particular, the Eplane step is solved using this representation as opposed to a shifted zero representation.

The canonical solution is then applied to junctions which have not been solved using the MRCT previously. Solutions are given for the trifurcated waveguide as well as the modification of the junction due to dielectric loading. The trifurcated waveguide for arbitrary spacing of the plates has been solved by Pace and Mittra (1966) using the GSMT.

The solution of the trifurcated waveguide is then generalized to the N-furcated waveguide with arbitrary spacing of the conducting plates. The general solution of an arbitrary number of plates has been given formally by Heins (1948). Heins' solution, however, has little practical value. More recently, Igarashi (1964) used a diagonalization procedure in conjunction with the simultaneous Wiener-Hopf equations and obtained explicit expressions for the fields in the various waveguides. A necessary condition for the diagonalization of the equations was equal spacing of the conducting plates. No such restriction is necessary for the MRCT solution of the $N$-furcated waveguide. The solution is also given for a particular dielectric loading of the $\mathbb{N}$-furcated waveguide.

One interesting point of the MRCT solution of these problems is that multiple edge conditions are explicitly satisfied, thus enhancing the convergence of the solution over those which have been (or might be) obtained using the GSMT.

Chapter 5 serves as a forum for discussing solutions of other closed region problems. Among these are: the eigenvalue solution of ridged waveguide and the dielectric step in a waveguide. Additionally, further numerical results are presented for the N-furcated waveguide.

It should be noted that these concepts can be used to solve many problems which are modifications of soluble Wiener-Hopf problems other than just the bifurcated waveguide.

## 1. Introduction

It is the purpose of this chapter to show that the modified residue calculus technique can be approached in a direct manner by considering the canonical problem of a bifurcated waveguide with infinitely many modes incident from all waveguides. The general solution can be conveniently written in the form of a perturbation expansion. It is then shown that this solution can be applied to composite problems such as the E-plane waveguide step.

## 2. The Canonical Problem

Geometry of the canonical problem is shown in figure 2.2.1. It consists of three airfilled parallel-plate waveguide sections with the width of the larger section equal to the sum of widths of the two smaller sections; i.e., $a=b+c$. The solution to this problem has been known for a number of years for a single mode incident from one of the three waveguides. These solutions have been found either the Wiener-Hopf technique or the residue calculus technique (Mittra and Lee, 1971). We shall discuss in this section the generalization of this solution to the case involving infinitely many modes incident from all directions.

Let us consider the $T M$ solution of the problem. The $T E$ solution follows in the same manner and will not be given.

The TM fields are derivable from a scaler function $\phi=\mathrm{H}_{\mathrm{y}}$ and the fields in each region are given by [Mittra and Lee, 1971]

$$
\begin{aligned}
& \phi_{A}=\sum_{n=0}^{\infty}\left(A_{n}^{(0)} e^{\left.\gamma_{n a^{z}}^{z}+A_{n} e^{-\gamma_{n a} z}\right) \cos \frac{n \pi}{a}\left(x-x_{0}\right), ~(x)}\right. \\
& \phi_{B}=\sum_{n=0}^{\infty}\left(B_{n}^{(0)} e^{-\gamma_{n b^{z}}}+B_{n} e^{\gamma_{n b^{z}}^{z}}\right) \cos \frac{n \pi}{b}\left(x-x_{0}\right) \\
& \phi_{C}=\sum_{n=0}^{\infty}\left(C_{n}^{(0)} e^{-\gamma_{n c} z}+C_{n} e^{\gamma_{n c}}\right) \cos \frac{n \pi}{c}\left(x-x_{1}\right)
\end{aligned}
$$

where the superscript (o) ${ }_{\gamma}$ indicates an incident field and

$$
\gamma_{n h}= \begin{cases}\sqrt{(n \pi / h)^{2}-k_{o}^{2}}, & n \pi / h>k_{0} \\ j / k_{o}^{2}-\left(\frac{n \pi}{h}\right)^{2}, & n \pi / h<k_{0}\end{cases}
$$

and a time convention, $e^{j \omega t}$, is assumed and suppressed. We further define $k_{0}=\omega\left(\mu_{0} \varepsilon_{0}\right) \frac{1 / 2}{2}$ as the wave number in air, and $n_{0}$ as the intrinsic impedance of a plane wave in air.

Matching the tangential magnetic field $H_{y}(=\phi)$ and the tangential electric field $E_{z}$, i.e., $-j k_{0}^{-1} \eta_{0}(\partial / \partial \chi) \phi$, at $z=z_{o}$ we can arrive at the equations


Fig. 2.2.l: The Canonical Problem: The Bifurcated Waveguide.

$$
\begin{gathered}
\sum_{n=0}^{\infty}\left(A_{n}^{(o)} e^{\gamma_{n a} z_{0}}+A_{n} e^{-\gamma_{n a} z_{o}}\right) \cos \frac{n \pi}{a}\left(x-x_{0}\right)= \\
\left\{\begin{array}{l}
\sum_{n=0}^{\infty}\left(C_{n}^{(o)} e^{-\gamma_{n c} z_{o}}+C_{n} e^{\gamma_{n c} z_{o}}\right) \cos \frac{n \pi}{c}\left(x-x_{1}\right) ; x_{1} \leq x \leq x_{1}+c \\
\sum_{n=0}^{\infty}\left(B_{n}^{(o)} e^{-\gamma_{n b} z_{o}}+B_{n} e^{\gamma_{n b} z_{o}}\right) \cos \frac{n \pi}{b}\left(x-x_{0}\right) ; x_{0} \leq x \leq x_{0}+b
\end{array}\right.
\end{gathered}
$$

and

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \gamma_{n a}\left(A_{n}^{(0)} e^{\gamma_{n a} z_{o}}-A_{n} e^{-\gamma_{n a} z_{o}}\right) \cos \frac{n \pi}{a}\left(x-x_{0}\right)= \\
& \left\{\begin{array}{l}
-\sum_{n=0}^{\infty} \gamma_{n c}\left(C_{n}^{(0)} e^{-\gamma_{n c} z_{0}}-C_{n} e^{\gamma_{n c} z_{o}}\right) \cos \frac{n \pi}{c}\left(x-x_{1}\right) ; x_{1} \leq x \leq x_{1}+c \\
-\sum_{n=0}^{\infty} \gamma_{n b}\left(B_{n}^{(0)} e^{-\gamma_{n b} z_{0}}-B_{n} e^{\gamma_{n b} z_{o}}\right) \cos \frac{n \pi}{b}\left(x-x_{0}\right) ; x_{0} \leq x \leq x_{0}+b
\end{array}\right.
\end{aligned}
$$

We may use the orthogonality of the eigenfunction expansions and eliminate coefficients to obtain the following four equations.

$$
\begin{align*}
& \gamma_{m b} B_{m} b \varepsilon_{m} e^{\gamma_{m b} z_{o}}=2 j k_{o} b A_{o}^{(0)} e^{j k_{o} z_{o}} \delta_{m o} \\
& +(-1)^{m+1} \sum_{n=1}^{\infty} \frac{A_{n}^{(o)} \frac{n \pi}{a} \sin \frac{n \pi b}{a}}{\gamma_{m b}-\gamma_{n a}} e^{\gamma_{n a} z_{o}} \\
& +(-1)^{m+1} \sum_{n=1}^{\infty} \frac{A_{n} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{-\gamma_{n a} z_{o}}}{\gamma_{m b}+\gamma_{n a}} ; \quad m=0,1,2, \cdots .  \tag{2.1}\\
& \gamma_{m b} B_{m}^{(0)} b \varepsilon_{m} e^{-\gamma_{m b} z_{o}}=2 j k_{o} b A_{o} e^{-j k_{o} z_{o}} \delta_{m o} \\
& +(-1)^{m+1} \sum_{n=1}^{\infty} \frac{A_{n}^{(0)} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{\gamma_{n a} z_{o}}}{\gamma_{m b}+\gamma_{n a}} \\
& +(-1)^{m+1} \sum_{n=1}^{\infty} \frac{A_{n} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{-\gamma_{n a}^{z} o}}{\gamma_{m b}-\gamma_{n a}} \quad m=0,1,2, \cdots . \tag{2.2}
\end{align*}
$$

$$
\begin{align*}
& \gamma_{m c} C_{m} c \varepsilon_{m} e^{\gamma_{m c} z_{o}}=2 j k_{o} c A_{o}^{(0)} e^{j k_{o} z_{o}} \delta_{m o} \\
& +\sum_{n=1}^{\infty} \frac{A_{n}^{(o)} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{\gamma_{n a} z_{o}}}{\gamma_{m c}-\gamma_{n a}} \\
& +\sum_{n=1}^{\infty} \frac{A_{n} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{-\gamma_{n a} z_{o}}}{\gamma_{m c}+\gamma_{n a}} ; \quad m=0,1,2, \cdots,  \tag{2.3}\\
& \gamma_{m c} C_{m}^{(o)} c \varepsilon_{m} e^{-\gamma_{m c} z_{o}}={ }^{\prime} 2 j k_{o} c A_{o} e^{-j k_{o} z_{o}} \delta_{m o} \\
& +\sum_{n=1}^{\infty} \frac{A_{n}^{(o)} \frac{n \pi}{a} \sin \frac{n \pi b}{a}}{\gamma_{m c}+\gamma_{n a}} e^{\gamma_{n a} z_{o}} \\
& +\sum_{n=1}^{\infty} \frac{A_{n} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{-\gamma_{n a} z_{o}}}{\gamma_{m c}-\gamma_{n a}} ; m=0,1,2, \cdots \tag{2.4}
\end{align*}
$$

where

$$
\varepsilon_{\mathrm{m}}=\mathrm{I}_{2,}^{2, m=0} 1, \mathrm{~m} \geq 1
$$

and $\delta_{\mathrm{mn}}$ is the Kronecker delta.
Equations (2.2) and (2.4) relate the unknown modal amplitudes $A_{n}$ and the incident fields $A_{n}^{(0)}, B_{n}^{(0)}$, and $C_{n}^{(0)}$, while (2.1) and (2.3) relate the unknown modal amplitudes $A_{n}$ to $B_{n}$ and $C_{n}$.

For $m=0$, (2.2) and (2.4) become identical in form since $\gamma_{o b}=\gamma_{o c} j k_{o}$, allowing one to eliminate the summations and find

$$
\begin{equation*}
A_{0}=\frac{c}{a} c_{0}^{(0)}+\frac{b}{a} B_{0}^{(0)} \tag{2.5}
\end{equation*}
$$

which is a unique feature of the TM solution.
The key to the residue calculus technique is to construct a complete solution to the problem according to the matching equation (2.2) to (2.4), rather than solving them directly. Thus, let us now consider the following integral,

$$
\begin{equation*}
\frac{(-1)^{m+1}}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega-\gamma_{m b}}, \quad \frac{1}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega-\gamma_{m c}} \tag{2.6}
\end{equation*}
$$

where $m=0,1,2, \cdots$ and $T(\omega)$ is to be constructed uniquely with the residue series of these integrals identical with equations (2.2) and (2.4). The contour of integration is the infinite circle in the complex $\omega$ plane. We assume that $T(\omega)$ behaves appropriately at infinity so that the integrals exist and are zero.

Let us further assume that $T(\omega)$ has simple poles at $\gamma_{n a},-\gamma_{n a}, n=1,2, \ldots$. Then

$$
\begin{equation*}
\frac{1}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega-\gamma_{m c}}=\sum_{n=1}^{\infty} \frac{\operatorname{RES}\left[T, \gamma_{n a}\right]}{\gamma_{n a}-\gamma_{m c}}-\sum_{n=1}^{\infty} \frac{\operatorname{RES}\left[T,-\gamma_{n a}\right]}{\gamma_{n a}+\gamma_{m c}}+T\left(\gamma_{m c}\right)=0 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{(-1)^{m+1}}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega-\gamma_{m b}} & =(-1)^{m+1} \sum_{n=1}^{\infty} \frac{\operatorname{RES}\left[T, \gamma_{n a}\right]}{\gamma_{n a}-\gamma_{m b}} \\
& -(-1)^{m+1} \sum_{n=1}^{\infty} \frac{\operatorname{RES}\left[T,-\gamma_{n a}\right]}{\gamma_{n a}+\gamma_{m b}} \\
& +(-1)^{m+1} T\left(\gamma_{m b}\right)=0 . \tag{2.8}
\end{align*}
$$

where $m=0,1,2 \cdots$ Comparing (2.7) and (2.8) with (2.4) and (2.2) we find these two sets of equations are identical provided that

$$
\begin{array}{ll}
\operatorname{RES}\left[T,-\gamma_{m a}\right]=-A_{m}^{(0)} \frac{m \pi}{a} \sin \frac{m \pi b}{a} e^{\gamma_{m a} z_{o}} & m=1,2, \ldots \\
\operatorname{RES}\left[T, \gamma_{m a}\right]=-A_{m} \frac{m \pi}{a} \sin \frac{m \pi b}{a} e^{-\gamma_{m a} z_{o}} & m=1,2, \ldots \\
T\left(\gamma_{m c}\right)=-C_{m}^{(0)} \gamma_{m c} c e^{-\gamma_{m c} z_{0}} & m=1,2, \ldots \\
T\left(\gamma_{m b}\right)=(-1)^{m} B_{m}^{(0)} \gamma_{m b} b e^{-\gamma_{m b}^{z} o} & m=1,2 \ldots \\
T\left(j k_{o}\right)=2 j k_{o} c e^{-j k_{o}^{z} z_{o}}\left(A_{o}-C_{o}^{(0)}\right) &
\end{array}
$$

We can also consider the integrals

$$
\begin{equation*}
\frac{(-1)^{m+l}}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega+\gamma_{m b}} \frac{1}{2 \pi j} \oint \frac{T(\omega) d \omega}{\omega+\gamma_{m c}} \tag{2.9}
\end{equation*}
$$

where $m=0,1,2, \cdots$. Using the above properties we find the following by comparing with (2.1) and (2.3)

$$
\begin{array}{ll}
T\left(-\gamma_{m c}\right)=C_{m} \gamma_{m c} c e^{\gamma_{m c} z_{o}} & m=1,2, \ldots \\
T\left(-\gamma_{m b}\right)=(-1)^{m+1} \gamma_{m b} b B_{m} e^{\gamma_{m b} z_{o}} & m=1,2, \ldots
\end{array}
$$

(viii) $T\left(-j k_{o}\right)=2 j k_{o} c\left[C_{o}-A_{o}^{(0)}\right] e^{j k_{o} Z_{o}}$
(ix) $T\left(-j k_{o}\right)=-2 j k_{o} b\left[B_{o}-A_{o}^{(0)}\right] e^{j k_{o} z_{o}}$

Alternatively, (ix) can be replaced by $A_{0}^{(0)}=\frac{c}{a} C_{0}+\frac{b}{a} B_{0}$ which is then analogous to the relationship given in (2.5). From Appendix A it is shown that the edge condition implies $T(\omega)=O\left(\omega^{-l / 2}\right)$ as $|\omega| \rightarrow \infty$ and hence the assumption regarding the convergence of the integrals is justified. Because of its importance let us also consider this in our list of properties of $T(\omega)$ (for the bifurcated case only)
(x) $T(\omega)=0\left(\omega^{-1 / 2}\right),|\omega| \rightarrow \infty$

Thus, the question now becomes one of constructing the function $T(\omega)$ uniquely from some of the properties listed above. Upon finding $T(\omega)$ the complete solution to the problem is given by (ii), (vi), (vii), (viii) and (ix).

The clue to the construction is found by considering the solution with only a single mode incident on the junction. For simplicity say the incident mode is $B_{0}^{(0)}=1$. Then (i) implies that $T(\omega)$ has no poles at $-\gamma_{n a}$; (iii) implies that $T(\omega)$ has simple zeroes at $\gamma_{m c}$; and (iv) implies that $T(\omega)$ has simple zeroes at $\gamma_{m b}$. Hence

$$
\begin{equation*}
T(\omega)=K H(\omega) \frac{\Pi\left(\omega, \gamma_{b}\right) \Pi\left(\omega, \gamma_{c}\right)}{\Pi\left(\omega, \gamma_{a}\right)} \tag{2.10}
\end{equation*}
$$

where

$$
\pi\left(\omega, \gamma_{h}\right)=\prod_{n=1}^{\infty}\left(1-\frac{\omega}{\gamma_{n h}}\right) e^{\omega h / n \pi}
$$

and $H(\omega)$ is an entire function with no zeroes. The exponential factor has been introduced into the infinite product in order to insure uniform convergence. However, when the products are grouped as in (2.10) the exponential is not needed. From Mittra and Lee (page 13, 1971) we find the asymptotic expansion of the following infinite produce

$$
T(\omega)=K H(\omega) \omega^{-1 / 2} e^{\omega / \pi\left[b \ln \frac{b}{a}+c \ln \frac{c}{a}\right]}, \omega \neq|\omega|
$$

In order for condition ( $x$ ) to be met we must have

$$
\begin{equation*}
H(\omega)=e^{-\omega / \pi[b \ln (b / a)+c \ln (c / a)]} \tag{2.11}
\end{equation*}
$$

where $K$ is a constant. However, $K$ can be determined from (v) and (2.5),

$$
\begin{aligned}
T\left(j k_{o}\right) & =k H\left(j k_{o}\right) \frac{\pi\left(j k_{o}, \gamma_{b}\right) \pi\left(j k_{o}, \gamma_{c}\right)}{\Pi\left(j k_{o}, \gamma_{a}\right)} \\
& =2 j k_{o} c e^{-j k_{o} z_{o}}\left(\frac{b}{a}\right)
\end{aligned}
$$

Hence, the solution is

$$
\begin{equation*}
T(\omega)=2 j k_{o} \frac{b c}{a} e^{-j k_{o} z_{o}} \frac{H(\omega) F(\omega)}{H\left(j k_{o}\right) F\left(j k_{o}\right)} \tag{2.12}
\end{equation*}
$$

where $F(\omega)=\frac{\Pi\left(\omega, \gamma_{b}\right) \Pi\left(\omega, \gamma_{c}\right)}{\Pi\left(\omega, \gamma_{a}\right)}$. The reflection coefficient is given by (ix)

$$
\begin{equation*}
B_{o}=\frac{-c}{a} e^{-j 2 k_{o} z_{o}} \frac{H\left(-j k_{o}\right) F\left(-j k_{o}\right)}{H\left(j k_{o}\right) F\left(j k_{o}\right)} \tag{2.13}
\end{equation*}
$$

When the waveguides are single moded structures, we obtain $\left|B_{o}\right|=c / a$, $a$ well-known result (Marcuvitz, 1964).

Let us now consider how (2.12) can be modified to reflect the general solution. From (i) we see that if $A_{m}^{(o)} \not \equiv 0$ we must introduce simple poles at $-\gamma_{n a}$. Similarly, from (iii) and (iv) we see that we must introduce simple poles at $\gamma_{m b}$ and $\gamma_{m c}$ in order to remove the zeroes of $F(\omega)$. This leads us to consider a function of the form

$$
\begin{align*}
T(\omega) & =H(\omega) F(\omega)\left(K_{0}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{(b)}}{\omega-\gamma_{n b}}\right.\right. \\
& \left.\left.+\sum_{n=1}^{\infty} \frac{g_{n}^{(c)}}{\omega-\gamma_{n c}}+\sum_{n=1}^{\infty} \frac{g_{n}^{(a)}}{\omega+\gamma_{n a}}\right\}\right) \tag{2.14}
\end{align*}
$$

where

$$
H(\omega)=e^{-\omega / \pi \pm b \ln b / a+c \ln c / a l}
$$

$K_{o}, g_{n}^{(a)}, g_{n}^{(b)}$ and $g_{n}^{(c)}$ can be obtained by using (i), (iii), (iv), and (v).

$$
\begin{align*}
& K_{o} H\left(j k_{o}\right) F\left(j k_{o}\right)=2 j k_{o} c e^{-j k_{o} z_{o}}\left(A_{o}-C_{o}^{(o)}\right)  \tag{2.15}\\
& H\left(-\gamma_{n a}\right) F\left(-\gamma_{n a}\right)\left(\gamma_{n a}+j k_{o}\right) g_{n}^{(a)} \\
& =-A_{n}^{(o)} \frac{n \pi}{a} \sin \frac{n \pi b}{a} e^{\gamma_{n a} z_{o} \quad n=1,2, \cdots} \tag{2.16}
\end{align*}
$$

$$
H\left(\gamma_{n c}\right) F^{(n)}\left(\gamma_{n c}\right) \frac{\left(\gamma_{n c}-j k_{o}\right)}{\gamma_{n c}} g_{n}^{(c)}
$$

$$
\begin{equation*}
=-c_{n}^{(0)} \gamma_{n c} c e^{-\gamma_{n c} z_{o}} \quad n=1,2, \ldots \tag{2.17}
\end{equation*}
$$

$$
H\left(\gamma_{n b}\right) F^{(n)}\left(\gamma_{n b}\right) \frac{\left(\gamma_{n b}-j k_{o}\right)}{\gamma_{n b}} g_{n}^{(b)}
$$

$$
\begin{equation*}
=(-1)^{n} B_{n}^{(o)} \gamma_{n b} b e^{-\gamma_{n b} z_{o}} \quad n=1,2, \cdots \tag{2.18}
\end{equation*}
$$

where $F^{(n)}\left(\gamma_{n c}\right)$ and $F^{(n)}\left(\gamma_{n b}\right)$ are to be interpreted as omitting the nth zero at either $\gamma_{n c}$ or $\gamma_{n b}$, and $A_{o}$ is related to the incident field $B_{o}^{(0)}$ and $C_{o}^{(0)}$ according to (25).

This represents the complete general solution to the bifurcated waveguide problem.

## 3. Formulation and Solution of Composite Problems

The key to the MRCT is the identification of an auxiliary problem. The auxiliary problem is such that the solution may be identified in terms of soluble problems. For example, the auxiliary problem may clearly indicate that the desired solution is a perturbation of a bifurcated waveguide or a parallel plate in a homogeneous space. Mittra and Lee (1970) have indicated a number of such problems.

Before proceeding let us illustrate the above process with a problem which has been solved using the MRCT using the concept of shifted zeroes (Mittra, Lee, Van Blaricum; 1968). We will solve the E-plane step using the canonical solution of section 2 .

Figure 2.3.1 illustrates the E-plane step and the auxiliary geometry. Notice that the auxiliary geometry has a recessed dielectric of finite permittivity. When $\delta=$ and $\varepsilon=\infty$, the auxiliary problem coincides with the original E-plane step. Notice that this recession has identified two soluble problems: (1) a bifurcated waveguide junction at $z=0$, and (2) a dielectric junction within a parallel plate waveguide at $z=-\delta$. This auxiliary problem allows us to perturb the bifurcated solution advantageously.

For simplicity let us consider the case of TEM incidence from the smaller guide. Extension to higher order incidence or a TE solution is straightforward. The dielectric creates reflections of any scattered modes from the junction at $z=0$. This may be thought of as an incident field upon the junction. From the canonical solution we recognize that if we knew these modal amplitudes, $T(\omega)$ would be given by (2.14) with $g_{n}^{(a)} \equiv g_{n}^{(b)} \equiv 0$ and say $g_{n}^{(c)}=g_{n}$. It is still convenient to use this form even with $g_{n}$ unknown. In this case $g_{n}$ represents a perturbation of the bifurcated solution due to the dielectric loading. From (2.14) we have

$$
\begin{equation*}
T(\omega)=H(\omega) F(\omega)\left(K_{0}-\left(\omega-j k_{o}\right) \sum_{n=1}^{\infty} \frac{g_{n}}{\omega-\gamma_{n c}}\right) \tag{3.1}
\end{equation*}
$$

where the notation is similar to section 2. This will be referred to as a perturbation type expansion. Using (2.17) we have that

$$
\begin{equation*}
\mathrm{g}_{\mathrm{n}}=\mathrm{K}_{\mathrm{n}} \mathrm{C}_{\mathrm{n}}^{(\mathrm{o})} \tag{3.2}
\end{equation*}
$$

where $K_{n}$ is found from (2.17) as $K_{n}=-\left(\gamma_{n c} c\right)\left(1-j k_{o} / \gamma_{n c}\right)^{-1}\left[H\left(\gamma_{n c}\right) F^{(n)}\left(\gamma_{n c}\right)\right]^{-1}$ and involves only simple calculable functions. If we represent the $H_{y}$ component of the field in the dielectric as

$$
\begin{equation*}
\phi_{y}=\sum_{n=0}^{\infty} D_{n} e^{\Gamma n c^{z}} \cos \frac{n \pi}{c}(x-b) \tag{3.3}
\end{equation*}
$$



Fig. 2.3.1: The E-Plane Step and the Auxiliary Problem.
where

$$
\Gamma_{n c}=\left(\frac{n \pi}{c}\right)^{2}-\varepsilon k_{o}^{2}
$$

we can easily find that

$$
\begin{equation*}
c_{n}^{(0)}=R_{n} C_{n}=\left(\frac{\varepsilon \gamma_{n c}-\Gamma_{n c}}{\varepsilon \gamma_{n c}+\Gamma_{n c}}\right) e^{-2 \gamma_{n c} \delta^{\delta}} c_{n} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{n}=e^{\Gamma_{n c} \delta+\gamma_{n c} \delta} \frac{2 \varepsilon \gamma_{n c}}{\varepsilon \gamma_{n c}-\Gamma_{n c}} c_{n}^{(o)} \tag{3.5}
\end{equation*}
$$

From (210) on p. 14, we have $K_{n}=0\left(n^{1 / 2}\right)$ as $n \rightarrow \infty$, and thus we see from (3.5) and (3.2) that for $\delta=0$

$$
\mathrm{g}_{\mathrm{n}}=0\left(\mathrm{n}^{1 / 2} \mathrm{D}_{\mathrm{n}}\right), \mathrm{n} \rightarrow \infty
$$

For the $\delta=0$ case it is also easy to show (Mittra and Lee, page 170, 1971) that

$$
\begin{equation*}
D_{n}=0\left(n^{-3 / 2-\Delta}\right), n \rightarrow \infty \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\frac{1}{\pi} \sin ^{-1}\left(\frac{(\varepsilon-1)}{2(\varepsilon+1)}\right) \tag{3.7}
\end{equation*}
$$

hence

$$
\begin{equation*}
\mathrm{g}_{\mathrm{n}}=0\left(\mathrm{n}^{-1-\Delta}\right), \mathrm{n} \rightarrow \infty \tag{3.8}
\end{equation*}
$$

This allows us to write (3.1) in an approximate form suitable for numerical analysis

$$
\begin{equation*}
T(\omega) \simeq H(\omega) F(\omega)\left(K_{0}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}}{\omega-\gamma_{n c}}+\bar{g} \sum_{n=N+1}^{\infty} \frac{n^{-1-\Delta}}{\omega-\gamma_{n c}}\right\}\right) \tag{3.9}
\end{equation*}
$$

In this particular problem the edge condition has changed from $T(\omega)=0\left(\omega^{-1 / 2}\right),|\omega| \rightarrow \infty$, to $T(\omega)=0\left(\omega^{-1 / 2-\Delta}\right),|\omega| \rightarrow \infty$. An examination of (3.9) reveals that the multiplying term of $H(\omega) F(\omega)$ must be $0\left(\omega^{-\Delta}\right),|\omega| \rightarrow \infty$. This implies that any constant terms contributed by the perturbation sums must cancel with $K_{o}$ in order for the higher term of the second sum to dominate. Hence, we must have

$$
\begin{equation*}
K_{o}-\sum_{n=1}^{N} g_{n}-\bar{g} \sum_{n=N+1}^{\infty} n^{-1-\Delta}=0 \tag{3.10}
\end{equation*}
$$

This argument has assumed that

$$
\begin{equation*}
\sum_{n=N+1}^{\infty} \frac{n^{-1-\Delta}}{\omega-\gamma_{n c}}=0\left(\omega^{-1}\right)+0\left(\omega^{-1-\Delta}\right) \tag{3.11}
\end{equation*}
$$

as $|\omega| \rightarrow \infty$. This is shown in Appendix B.
In order to derive the necessary equations for $g_{n}$ we consider that

$$
T\left(-\gamma_{\mathrm{mc}}\right)=\gamma_{\mathrm{mc}} c C_{\mathrm{m}}
$$

Using (3.2) and (3.4) we have

$$
T\left(-\gamma_{m c}\right)=\gamma_{m c} c R_{m}^{-1} K_{m}^{-1} g_{m} \quad m=1,2, \cdots, N
$$

which according to (3.1) yields the following set of linear equation for $g_{n}$

$$
\begin{array}{r}
H\left(-\gamma_{m c}\right) F\left(-\gamma_{m c}\right)\left[K_{o}-\left(\gamma_{m c}+j k_{o}\right)\left\{\sum_{n=1}^{N} \frac{g_{n}}{\gamma_{n c}+\gamma_{m c}}+\bar{g} \sum_{n=N+1}^{\infty} \frac{n-1-\Delta}{\gamma_{n c}+\gamma_{m c}}\right\}^{N}\right]=\gamma_{m c} c R_{m}^{-1} K_{m}^{-1} g_{n} \tag{3.12}
\end{array}
$$

From (v) and (viii) of section 2 we also have an additional equation

$$
\begin{equation*}
K_{o} F\left(j k_{o}\right) H\left(j k_{o}\right)=2 j k_{o} \frac{b c}{a}\left(B_{0}^{(0)}-\frac{R_{o}}{2 j k_{o} c} T\left(-j k_{o}\right)\right) \tag{3.13}
\end{equation*}
$$

Equations (3.10), (3.12), and (3.13) are the necessary linear equations to solve for $K_{0}$, $g_{n}$, for $n=1,2, \ldots N$, and $\bar{g}$. The scattered modes in the two regions can then be found by using properties (v) and (iv) of section 2.

It should be noted that the concept of shifted zeroes could have been used to solve this problem. The interested reader is referred to Mittra and Lee (1971). The interesting point of this solution is that the perturbation expansion approach can be used to solve problems that can be solved using the shifted zero technique, but the reverse is not always true (see Royer and Mittra, 1972).

## 1. Introduction

This chapter is concerned with the application of the generalized MRCT to the trifurcated waveguide and the dielectrically loaded trifurcated waveguide. This type of problem has not been solved by the MRCT previously. However, this problem has been previously solved using the GSMT by Pace and Mittra (1966). It is shown that the satisfaction of the edge condition at both edges by the MRCT solution improves the convergence over that obtained using the GSMT. The solution of the trifurcated waveguide then allows one to proceed to the more complicated case of the $N$-furcated waveguide with minimal difficulty.

## 2. Formulation of the Equations

Figure 3.2.1 illustrates the trifurcated waveguide geometry and the associated auxiliary problem.

With reference to the auxiliary problem we see that we are perturbing two bifurcated waveguide junctions. This leads us to construct two meromorphic functions as follows:

$$
\begin{align*}
& T_{1}(\omega)=H_{1}(\omega) F_{1}(\omega)\left(K_{o}^{(1)}-\left(\omega-j k_{o}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{(1)}}{\omega+\gamma_{n c}}\right)  \tag{2.1}\\
& T_{2}(\omega)=H_{2}(\omega) F_{2}(\omega)\left(K_{0}^{(2)}-\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{(2)}}{\omega-\gamma_{n c}}\right) \tag{2.2}
\end{align*}
$$

where

$$
\begin{gathered}
H_{1}(\omega)=e^{-\omega / \pi\left[b_{1} \ln \left(b_{1} / c\right)+b_{2} \ln \left(b_{2} / c\right)\right]} \\
H_{2}(\omega)=e^{-\omega / \pi\left[b_{o} \ln \left(b_{0} / a\right)+c \ln (c / a)\right]} \\
F_{1}(\omega)=\frac{\pi\left(\omega, \gamma_{b_{1}}\right) \pi\left(\omega, \gamma_{b_{2}}\right)}{\Pi\left(\omega, \gamma_{c}\right)} \\
F_{2}(\omega)=\frac{\Pi\left(\omega, \gamma_{b_{0}}\right) \Pi\left(\omega, \gamma_{c}\right)}{\Pi\left(\omega, \gamma_{a}\right)}
\end{gathered}
$$

where TEM mode incidence in any one of the four waveguide sections has been assumed. Extension to higher order $T M$ mode incidence or $T E$ incidence is straightforward. It may be recognized that (2.1) and (2.2) are just special cases of the canonical solution. $T_{1}(\omega)$ is identified with the junction at $z=0$. The scattered modes from $z=\Delta$ produce an incident modal spectrum on the junction at $z=0$ from the coupling region $c$. From the canonical solution we recognize that $g_{n}^{(b)} \equiv g_{n}^{(c)} \equiv 0$ and $g_{n}^{(a)}=g_{n}^{(1)}$. Similarly for $T_{2}(\omega)$

(a) Trifurcated Waveguide

(b) Auxiliary Geometry

Fig. 3.2.1: The Trifurcated Waveguide and the Auxiliary Problem.
we recognize that the solution is obtained from the canonical solution with $g_{n}^{(b)} \equiv g_{n}^{(a)} \equiv 0$ and $g_{n}^{(c)}=g_{n}^{(2)}$. Here, the superscripts $a$, $b$, $c$ refer to the three different regions in canonical problem (see Fig. 2.2.1).

For this particular problem $\mathrm{K}_{\mathrm{o}}^{(1)}$ and $\mathrm{K}_{\mathrm{o}}^{(2)}$ are known and are given by property (v) of section 2 , Chapter 2 as

$$
\begin{align*}
& K_{o}^{(1)}=2 j k_{o} b_{2}\left(C_{o}^{+}-B_{o, 2}^{(0)}\right) /\left(H_{1}\left(j k_{o}\right) F_{1}\left(j k_{o}\right)\right)  \tag{2.3}\\
& K_{o}^{(2)}=2 j k_{o} c\left(A_{o}-C_{o}^{+}\right) /\left(H_{2}\left(j k_{o}\right) F_{2}\left(j k_{o}\right)\right) \tag{2.4}
\end{align*}
$$

where

$$
\begin{aligned}
& C_{o}^{+}=b_{2} / c B_{o, 2}^{(o)}+b_{1} / c B_{o, 1}^{(0)} \\
& A_{o}=c / a C_{o}^{+}+b_{o} / a B_{o, 0}^{(o)}
\end{aligned}
$$

and $B_{0, n}^{(0)}(n=0,1,2)$ is the amplitude of the TEM mode incident from the $b_{n}$ region.
The perturbation coefficients may be related to the modal coefficients $C_{n}^{ \pm}$in the coupling region $c$ of the auxiliary problem using properties (i) and (iii) of section 2 , Chapter 2.

$$
\begin{array}{ll}
g_{n}^{(1)}=K_{n}^{(1)} C_{n}^{-}, & n \geq 1 \\
g_{n}^{(2)}=K_{n}^{(2)} C_{n}^{+}, & n \geq 1 \tag{2.6}
\end{array}
$$

where

$$
\begin{array}{ll}
K_{n}^{(1)}=\frac{-n \pi}{c} \sin \frac{n \pi b_{1}}{c} /\left(F_{1}\left(-\gamma_{n c}\right) H_{l}\left(-\gamma_{n c}\right)\left(\gamma_{n c}+j k_{0}\right)\right), & n \geq 1 \\
K_{n}^{(2)}=-\gamma_{n c}^{2} c /\left(F_{2}^{(n)}\left(\gamma_{n c}\right) H_{2}\left(\gamma_{n c}\right)\left(\gamma_{n c}-j k_{o}\right)\right), & n \geq l \tag{2.8}
\end{array}
$$

where $F_{2}^{(n)}\left(\gamma_{n c}\right)$ indicates that the nth zero term at $\gamma_{n c}$ is to be omitted.
The equations for $g_{n}^{(1)}$ and $g_{n}^{(2)}$ may be derived by requiring that $T_{1}(\omega)$ and $T_{2}(\omega)$ give consistent results for the modal coefficients in the coupling region. Using properties (ii) and (vi) of section 2, Chapter 2 and (2.5) and (2.6) we have for $\Delta=0$ :

$$
\begin{array}{rlr}
\operatorname{RES}\left[T_{1}, \gamma_{n c}\right] & =\frac{-n \pi}{c} \sin -\frac{n \pi b_{1}}{c}\left(K_{n}^{(2)}\right)^{-1} g_{n}^{(2)} & n \geq 1 \\
T_{2}\left(-\gamma_{n c}\right) & =\gamma_{n c} c\left(K_{n}^{(1)}\right)^{-1} g_{n}^{(1)}, & n \geq 1 \tag{2.10}
\end{array}
$$

(2.9) and (2.10), together with the definition of $T_{1}(\omega)$ and $T_{2}(\omega)$ in (2.1) and (2.2).

Then represent two infinite sets of equations for the perturbation coefficients $g_{n}^{(1)}$ and $g_{n}^{(2)}$.

## 3. Asymptotics

In order to efficiently truncate equations (2.9) and (2.10), we shall use the asymptotic behavior of the perturbation coefficients.

The asymptotic behavior of $g_{n}^{(1)}$ and $g_{n}^{(2)}$ for $\Delta=0$ is found by considering a double limiting procedure. We first consider the asymptotic form for $\Delta \neq 0$. In (ii) and (vi) of section 2 , chapter 2 , we set $\gamma_{m c} \sim \frac{m \pi}{c}+\varepsilon$ as $m \rightarrow \infty$; then let $\varepsilon \rightarrow 0$ and $\Delta \rightarrow 0$. Using (page 14), this respectively yields

$$
\begin{align*}
& C_{m}^{-}=0\left(m^{-3 / 2}\right)  \tag{3.1}\\
& C_{m}^{+}=0\left(m^{-3 / 2} \sin \frac{m \pi b}{c}\right) \tag{3.2}
\end{align*}
$$

where the notation for the mode coefficients in the coupling region is obvious. (Note also that $C_{m}^{+}$and $C_{m}^{-}$correspond respectively to $A_{n}$ in (A.7) and $C_{m}$ in (A.5) of Appendix $A$.) The oscillatory portion of $C_{m}^{+}$is necessary in order that the field be properly singular at $\mathrm{x}=\mathrm{b}_{\mathrm{o}}+\mathrm{b}_{\mathrm{l}}$.

This is an important point. In general if we have $\mathbb{N}$ edges of various types in a large guide of dimension $a$, then the asymptotic behavior as $n \rightarrow \infty$ is

$$
\begin{equation*}
A_{n}=\sum_{m=1}^{\mathbb{N}} 0\left\{n^{-\left(1+p_{m}\right)} \sin \frac{n \pi}{a} x_{m}\right\} \tag{3.3}
\end{equation*}
$$

where $x_{m}$ is the location of the mth region and $p_{m}$ is the power index associated with the edge condition at $x_{m}$. This can be more clearly understood if we examine the field in region a

$$
\begin{equation*}
H_{y}=\phi_{A}=\sum_{n=0}^{\infty} A_{n} e^{-\gamma_{n a^{z}}} \cos \frac{n \pi}{a} x \tag{3.4}
\end{equation*}
$$

Examine $E_{z}$ which behaves as $z^{p_{m}-1}$ as $z \rightarrow 0$ and $x=x_{m}$. Then from Mittra and Lee (page 11 , 1971) we have

$$
\begin{equation*}
n A_{n} \sin \frac{n \pi}{a} x_{m}=0\left(n^{-p_{m}}\right) \tag{3.5}
\end{equation*}
$$

If we multiply (3.3) by $\sin n \pi x_{k} / a$ all terms will be oscillatory except the term $m=k$, and we will pick the appropriate edge condition out of the sum. (Note that $\sin ^{2} \frac{n \pi}{a} x_{m}=0(1)$ :) With a single edge thisoscillatory term is generally implicitly stated. However, when multiple edges exist it is important to give these terms explicitly.

From (page 14) we can find that

$$
\begin{equation*}
K_{n}^{(l)}=O\left(n^{1 / 2} \sin \frac{n \pi b}{c}\right) \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
K_{n}^{(2)}=O\left(n^{1 / 2}\right) \tag{3.7}
\end{equation*}
$$

Hence from (3.6), (3.7), (2.5) and (2.6) we have

$$
\begin{align*}
& g_{n}^{(1)}=O\left(n^{-1} \sin \frac{n \pi b_{l}}{c}\right)  \tag{3.8}\\
& g_{n}^{(2)}=O\left(n^{-1} \sin \frac{n \pi b}{c}\right) \tag{3.9}
\end{align*}
$$

Using (3.8) and (3.9) we can write (2.1) and (2.2) in a form more tractable for numerical computations.

$$
\begin{align*}
T_{1}(\omega) & =H_{1}(\omega) F_{1}(\omega)\left\{K_{o}^{(l)}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{N} \frac{g_{n}^{(l)}}{\omega+\gamma_{n c}}\right.\right. \\
& \left.+\bar{g}^{(l)} \sum_{n=1+N_{1}}^{\infty} \frac{n^{-1} \sin n \pi b_{1} / c}{\omega+\gamma_{n c}}\right\}  \tag{3.10}\\
T_{2}(\omega) & =H_{2}(\omega) F_{2}(\omega)\left(K_{0}^{(2)}-\left(\omega-j k_{0}\right)\left\{\sum_{n=1}^{N} \frac{g_{n}^{(2)}}{\omega-\gamma_{n c}}\right.\right. \\
& \left.\left.+\bar{g}^{(2)} \sum_{n=l+\mathbb{N}_{2}}^{\infty} \frac{n^{-1} \sin n \pi b_{1} / c}{\omega-\gamma_{n c}}\right\}\right) \tag{3.11}
\end{align*}
$$

where clearly

$$
\begin{array}{ll}
g_{n}^{(l)}=\bar{g}^{(l)} n^{-1} \sin n \pi b_{1} / c, & n \geq l+N_{1} \\
g_{n}^{(2)}=\bar{g}^{(2)} n^{-1} \sin n \pi b_{1} / c, & n \geq l+\mathbb{N}_{2}
\end{array}
$$

Before using (3.10) and (3.11) in (2.9) and (2.10) let us consider the mode coefficients in the regions $a$ and $b$, in order to insure that the field is properly singular using (3.8) and (3.9) for the asymptotic behavior of $g_{n}^{(1)}$ and $g_{n}^{(2)}$. Using properties (ii) and (vii) of section 2, Chapter 2 we respectively have that

$$
\begin{equation*}
\mathrm{T}_{1}\left(-\gamma_{\mathrm{mb}}^{1} 10\right)=(-1)^{\mathrm{m}+\mathrm{l}} \gamma_{\mathrm{mb}} \mathrm{~b}_{1} \mathrm{~B}_{\mathrm{m}, \mathrm{l}} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{RES}\left[T_{2}, \gamma_{n a}\right]=-A_{n} \frac{n \pi}{a} \sin \frac{n \pi b_{o}}{a} \tag{3.13}
\end{equation*}
$$

where $B_{m, l}$ is the mth reflected modal coefficient in the waveguide with dimension $b_{I}$.

This leads to an examination of the sums

$$
S_{1}=\sum_{n=N_{1}+1}^{\infty} \frac{n^{-1} \sin n \pi b_{1} / c}{n-\frac{c m}{b_{1}}}, m \rightarrow \infty
$$

and

$$
S_{2}=\sum_{n=N_{2}+1}^{\infty} \frac{n^{-1} \sin n \pi b_{1} / c}{n-\frac{c m}{a}}, \quad m \rightarrow \infty
$$

Thus let us examine the universal sum

$$
\begin{equation*}
S=\sum_{n=\mathbb{N}}^{\infty} \frac{n^{-1} \sin n \theta}{n-\omega}, \omega \rightarrow \infty \tag{3.14}
\end{equation*}
$$

In Appendix C it is shown that

$$
S=0\left(\omega^{-1}\right)+0\left(\omega^{-1} \frac{\sin (\pi-\theta)}{\sin \omega \pi}\right)
$$

hence from (3.12)

$$
\mathrm{T}_{1}\left(-\gamma_{\mathrm{mb}}\right)=0\left(\mathrm{~m}^{-1 / 2}\right)+0\left(\mathrm{~m}^{-1 / 2}(-1)^{\mathrm{m}}\right)
$$

and thus (3.12) yields

$$
B_{m, 1}=0\left(m^{-3 / 2}\right)+0\left(m^{-3 / 2}(-1)^{m}\right)
$$

The first term therefore can be used to satisfy the edge condition at the lower edge $x=b_{o}$ while the second term for the upper edge at $x=\left(b_{0}+b_{1}\right)$. This result is then in agreement with the concept of (3.3). Similarly,

$$
\begin{aligned}
\operatorname{RES}\left[\mathrm{T}_{2}, \gamma_{n a}\right] & =n^{-1 / 2} \sin \frac{n \pi b_{o}}{a}\left(0\left(\sin \frac{n \pi b_{o}}{a}\right)\right. \\
& \left.+0\left(\sin \frac{n \pi\left(b_{o}+b_{1}\right)}{a}\right)\right)
\end{aligned}
$$

and thus from (3.13)

$$
A_{n}=0\left(n^{-3 / 2} \sin \frac{n \pi b_{o}}{a}\right)+0\left(n^{-3 / 2} \sin \frac{n \pi\left(b_{o}+b_{1}\right)}{a}\right)
$$

Again, the first term then explicitly satisfies the edge condition at $x=b_{o}$, while the second term satisfies the edge condition at $x=\left(b_{o}+b_{l}\right)$. Hence the asymptotic results (3.8), (3.9) allow both edge conditions to be satisfied.

We are now in a position to use the knowledge of the asymptotic behavior of the perturbation coefficients in truncating equations (2.9) and (2.10). This section examines two ways of truncating the equations using the asymptotic behavior of the perturbation coefficients.

The first kind of truncation is what has commonly been used (Royer and Mittra, 1972). This consists of merely choosing extra equations by letting the free index of (2.9) and (2.10) take on one additional value. This yields the following simultaneous linear equations

$$
\begin{align*}
& \sum_{m=1}^{N} \frac{g_{m}^{(1)}}{\gamma_{n c}{ }^{{ }^{\gamma} \gamma_{m c}}}+\bar{g}^{(1)} \sum_{m=N_{1}+1}^{\infty} \frac{m^{-1} \sin m_{\pi} b_{1} / c}{\gamma_{n c}+\gamma_{m c}}-\lambda_{n}^{(1)} g_{n}^{(2)} \\
& =\frac{\mathrm{K}_{\mathrm{o}}^{(1)}}{\gamma_{\mathrm{nc}}-j \mathrm{k}_{\mathrm{o}}} \quad \mathrm{n}=1,2, \cdots, 1+\mathrm{N}_{2} \\
& \lambda_{n}^{(2)} g_{n}^{(1)}+\sum_{m=1}^{N} \frac{g_{m}^{(2)}}{\gamma_{n c}+\gamma_{m c}}+\bar{g}^{(2)} \sum_{m=N_{2}+1}^{\infty} \frac{m^{-1} \sin m \pi b_{1} / c}{\gamma_{n c}+\gamma_{m c}} \\
& =\frac{K_{o}^{(2)}}{\gamma_{n c}+j k_{o}} \quad n=1,2, \cdots, 1+N_{1} \tag{4.2}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{n}^{(1)}=\frac{\frac{n \pi}{c} \sin \frac{n \pi b_{1}}{c}}{H_{1}\left(\gamma_{n c}\right) \operatorname{RES}\left[F_{1}, \gamma_{n c}\right]\left(\gamma_{n c}-j k_{o}\right) K_{n}^{(2)}}  \tag{4.3}\\
& \lambda_{n}^{(2)}=\frac{\gamma_{n c} c}{H_{2}\left(-\gamma_{n c}\right) F_{2}\left(-\gamma_{n c}\right)\left(\gamma_{n c}+j k_{o}\right) K_{n}^{(1)}} \tag{4.4}
\end{align*}
$$

Note that since we are not changing an edge condition but adding an edge condition, an equation comparable to (3.10) in Chapter 2 is not needed.

It should be noted that with any truncation there are an infinite number of equations which remain. As in other MRCT solutions these remaining equations can be used as a check on accuracy of the solution.

Of course, the above choice is not the only manner of truncation. For example one can equate the leading asymptotic terms of equations (2.9) and (2.10). This results in two equations independent of a free index. Using the asymptotic expressions for the infinite product in Mittra and Lee (1971) we find from (2.9)

$$
\begin{align*}
& \sum_{n=1}^{N} g_{n}^{(1)}+\bar{g}^{(1)} \sum_{n=1+N_{1}}^{\infty} n^{-1} \sin n \pi b_{1} / c+\frac{\pi}{c} P_{1} \bar{g}^{(2)}=K_{0}^{(1)}  \tag{4.5}\\
& \sum_{n=1}^{N} g_{n}^{(2)}+\bar{g}^{(2)} \sum_{n=1+\mathbb{N}_{2}}^{\infty} n^{-1} \sin n \pi b_{1} / c-\pi P_{2} \bar{g}^{(1)}=K_{0}^{(2)} \tag{4.6}
\end{align*}
$$

where

$$
P_{1}=\sqrt{\frac{b_{1} c a}{b_{0}}}
$$

and

$$
P_{2}=\sqrt{\frac{b_{0} c^{2}}{a b_{1} b_{2}}}
$$

The remaining equations are chosen as in the previous truncation.
There is yet another possible choice. This is the direct truncation of the original equations. However, because of the arguments given in section 3, this solution will not explicitly satisfy both of the edge conditions of the problem.

## 5. Dielectric Loading

Figure 3.5.1 illustrates a trifurcated waveguide with a dielectric loading in the largest waveguide. The auxiliary problem is similar to the normal trifurcated waveguide.

With reference to the auxiliary problem we see that we can identify a function $\mathrm{T}_{\mathrm{l}}(\omega)$ with the junction at $z=-\Delta$.

$$
\begin{equation*}
T_{l}(\omega)=H_{l}(\omega) F_{l}(\omega)\left(K_{0}^{(l)}-\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{(l)}}{\omega+\gamma_{n c}}\right) \tag{5.1}
\end{equation*}
$$

This equation is identical to (2.1). However, the function (2.2) for the junction at $z=0$ is modified to be

$$
\begin{equation*}
T_{2}(\omega)=H_{2}(\omega) F_{2}(\omega)\left(K_{o}^{(2)}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{(2)}}{\omega-\gamma_{n c}}+\sum_{n=1}^{\infty} \frac{g_{n}^{(3)}}{\omega+\gamma_{n a}}\right\}\right\} \tag{5.2}
\end{equation*}
$$

where $g_{n}^{(3)}$ corresponds to $g_{n}^{(a)}$ of the canonical solution, due to the presence of the dielectric.

Equations (2.3) - (2.10) apply to the dielectrically loaded case if the expression for $T_{2}(\omega)$ given in (5.2) is used.

Similarly we still have

$$
g_{n}^{(1)}, g_{n}^{(2)}=0\left(n^{-1} \sin \frac{n \pi b_{1}}{c}\right)
$$

since for $d \neq 0$ we are not changing or adding an edge condition.
In order to account for the dielectric consider the following. In the region between the trifurcated junction and the dielectric, the field is given by

$$
\begin{equation*}
\phi=H_{y}=\sum_{n=0}^{\infty}\left(A_{n}^{(0)} e^{\gamma_{n a^{z}}^{z}}+A_{n} e^{-\gamma_{n a^{z}}^{z}}\right) \cos \frac{n \pi}{a} z \tag{5.3}
\end{equation*}
$$


(a) Dielectrically Loaded Trifurcated Waveguide

(b) Auxiliary Geometry

Fig. 3.5.1: Dielectrically Loaded Trifurcated Waveguide and the Auxiliary Problem.
and it is easily shown that

$$
\begin{equation*}
A_{n}^{(0)}=R_{n} A_{n} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}=\frac{\varepsilon \gamma_{n a}-\Gamma_{n a}}{\varepsilon \gamma_{n a}+\Gamma_{n a}} e^{-2 \gamma_{n a}{ }^{d}} \tag{5.5}
\end{equation*}
$$

and where

$$
r_{n a}=\sqrt{\left(\frac{n \pi}{a}\right)^{2}-\varepsilon k_{o}^{2}}
$$

We will consider the case of conduction losses in the dielectric by using the complex permittivity

$$
\begin{equation*}
\varepsilon=\varepsilon_{r}-j \frac{120 \pi \sigma}{k_{0}} \tag{5.6}
\end{equation*}
$$

From property (i) of section 2, Chapter 2 we have that

$$
\begin{equation*}
g_{n}^{(3)}=K_{n}^{(3)} A_{n}^{(0)} \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{(3)}=\frac{-n \pi}{a} \sin \frac{n \pi b}{a} /\left[F_{2}\left(-\gamma_{n a}\right) H_{2}\left(-\gamma_{n a}\right)\left(\gamma_{n a}+j k_{0}\right)\right] \tag{5.8}
\end{equation*}
$$

The asymptotic behavior of $g_{n}^{(3)}$ can be found using (5.7) and (5.4) to be

$$
\begin{equation*}
g_{n}^{(3)}=O\left(n^{-1} e^{-2 n \pi d / a}\right) \tag{5.9}
\end{equation*}
$$

Because of the exponential behavior of $g_{n}^{(3)}$ the series appearing in (5.2) can be truncated at a finite value, say $n=N_{3}$.

An equation for $g_{n}^{(3)}$ can now be derived using property (ii) of section 2 , Chapter 2 and (5.4), (5.7) and (5.9)

$$
\begin{align*}
\operatorname{RES}\left[T_{2}, \gamma_{n a}\right] & =\frac{-n \pi}{a} \sin \frac{n \pi b_{o}}{a} A_{n} \\
& =\frac{-n \pi}{a} \sin \frac{n \pi b_{o}}{a} R_{n}^{-1}\left(K_{n}^{(3)}\right)-1 g_{n}^{(3)} \quad n=1,2, \cdots, 1+N_{3} \tag{5.10}
\end{align*}
$$

Equations (5.10) together with the appropriately modified forms of (2.9) and (2.10) represent the necessary simultaneous equations for $g_{n}^{(1)}, g_{n}^{(2)}$ and $g_{n}^{(3)}$.

Note that we are considering only the conventional method of truncation.

## 6. The Scattered Fields

The previous sections have dealt with the formulation and solution of the $\operatorname{MRCT}$ equations for the perturbation coefficients. Upon finding the perturbation coefficients, we are able to evaluate the constructed meromorphic functions at the appropriate points in the complex plane and determine the scattered fields. This is done with the aid of the auxiliary geometry. Using the properties (viii) and (ix) of section 2, Chapter 2, we find the following TEM coefficients of the scattered fields for the unloaded trifurcated waveguide

$$
\begin{align*}
& B_{0,0}=-T_{2}\left(-j k_{o}\right) /\left(2 j k_{o} b_{o}\right)  \tag{6.1}\\
& B_{0,1}=-T_{1}\left(-j k_{o}\right) /\left(2 j k_{o} b_{1}\right)+T_{2}\left(-j k_{o}\right) /\left(2 j k_{o} c\right)  \tag{6.2}\\
& B_{o, 2}=T_{1}\left(-j k_{0}\right) /\left(2 j k_{o} b_{2}\right)+T_{2}\left(-j k_{o}\right) /\left(2 j k_{o} c\right) \tag{6.3}
\end{align*}
$$

where $B_{0, n}(n=0,1,2)$ is the amplitude of the reflected TEM mode in the waveguide of dimension $b_{n}$.

When only a single waveguide is excited with a TEM mode with an amplitude of unity, (6.1)-(6.3) represent either (current) reflection coefficients or (current) coupling coefficients. The reader is reminded that for TEM incidence from the largest guide the TEM solution is immediate, the solution being given by properties (viii) and (ix) of section 2 , Chapter 2. Also, the TEM transmission coefficient to the larger waveguide is found immediately from repeated use of equation (2.5).

The complete scattered fields can be found with the aid of the auxiliary problem and the properties given in section 2, Chapter 2. For this monograph, only the TEM modal amplitudes are of immediate interest.

For the case of the dielectric loaded trifurcated waveguide, the results are essentially the same as those already given except that we must add in the reflected TEM field from the dielectric. This yields

$$
\begin{align*}
& B_{0,0}=-T_{2}\left(-j k_{0}\right) /\left(2 j k_{0} b_{0}\right)+R_{0} A_{0}  \tag{6.4}\\
& B_{o, 1}=-T_{1}\left(-j k_{0}\right) /\left(2 j k_{0} b_{1}\right)+T_{2}\left(-j k_{0}\right) /\left(2 j k_{0} c\right)+R_{0} A_{0}  \tag{6.5}\\
& B_{o, 2}=T_{1}\left(-j k_{0}\right) /\left(2 j k_{0} b_{2}\right)+T_{2}\left(-j k_{0}\right) /\left(2 j k_{0} c\right)+R_{0} A_{0} \tag{6.6}
\end{align*}
$$

where $R_{0}$ is given by (5.5) and

$$
A_{0}=\frac{c}{a} C_{o}^{+}+\frac{b_{o}}{a} B_{0,0}(0)
$$

and

$$
c_{0}^{+}=\frac{b_{2}}{c} B_{o, 2}^{(0)}+\frac{b_{1}}{c} B_{0,1}^{(0)}
$$

The remainder of this chapter concerns only TEM incidence. Other incident modes may be included in a direct manner using the properties discussed in section 2, Chapter 2.

## 7. Numerical Results

### 7.1 Introduction

This section presents the numerical solution of the trifurcated waveguide as well as the dielectric loaded trifurcated waveguide.

One interesting aspect of the numerical solution of the problems is the method used to evaluate the infinite product form $H(\omega) F(\omega)$ appearing in (2.14) of Chapter 2. The method is capable of giving results accurate to an arbitrary accuracy using only a small number of terms in the product plus some correction terms. For the data computed in this report, 50 terms were used in the evaluation of the infinite product for 5 place accuracy. The technique used is given in Appendix D.

The infinite oscillatory summations used in the construction of the meromorphic functions (see (3.10) and (3.11), for example) were summed numerically using a moving average. Less than 50 terms were generally necessary to yield 5 place accuracy.

### 7.2 The Trifurcated Waveguide

The practical solution of the trifurcated waveguide using the truncated equations required two numerical considerations. We must decide how to choose the ratio of $N_{1} / N_{2}$, and we must decide how large $N_{1}$ and $N_{2}$ must be for acceptable accuracy of the results.

A numerical study of the ratio, $\mathbb{N}_{1} / \mathbb{N}_{2}$, revealed that the final result was independent of the ratio (as opposed to direct mode matching where the solution does depend on such ratios). It was thus convenient to choose $N_{1}=N_{2}$.

The choice of how large $N_{p}=N_{1}=N_{2}$ must be for a given accuracy, depends on the geometry of the problem. Even for a given trifurcated waveguide we must decide how $b_{0}$ and $b_{2}$ are chos $n$, since switching $b_{0}$ and $b_{2}$ merely turns the waveguide upside down. Table 3.7.2.1 illustrates the TEM current reflection coefficient of an edge waveguide as a function of $N_{p}=N_{1}=N_{2}$. The column $B_{o, 0}$ is the reflection coefficient of an incident current mode of unity in waveguide section " 0 ", while $B_{0,2}$ in the next column is the reflection coefficient when the current mode is incident from section " 2 ". Since the geometry of the two cases is identical, one expects the two coefficients to converge to the same value as $N_{p}$ increases. This geometry was also considered by Pace and Mittra (1966) and their data is shown with $N_{p}$ corresponding to the size of the scattering matrix used.

Table 3.7.2.1 Convergence Results for the Reflection Coefficient in the Outer Section of a Trifurcated Waveguide.

| ${ }^{N}{ }_{p}$ | $\mathrm{B}_{\mathrm{O}, \mathrm{O}}^{*}$ |  | $\mathrm{B}_{0,2}^{\dagger}$ |  | $\mathrm{B}_{\mathrm{O}, \mathrm{O}}$ | Pace) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.32424 | $131.91^{\circ}$ | 0.32427 | $131.91^{\circ}$ | 0.326 | $133.1^{\circ}$ |
| 2 | 0.32425 | $131.91^{\circ}$ | 0.32424 | $131.93^{\circ}$ | 0.327 | $132.0^{\circ}$ |
| 3 | 0.32425 | $131.91{ }^{\circ}$ | 0.32424 | $131.92^{\circ}$ | 0.324 | $132.5^{\circ}$ |
| 4 | 0.32425 | $131.91^{\circ}$ | 0.32425 | $131.91^{\circ}$ | 0.324 | $132.5^{\circ}$ |
| 6 | 0.32425 | $131.91^{\circ}$ | 0.32425 | $131.91^{\circ}$ | 0.324 | $132.6^{\circ}$ |
| 8 | 0.32425 | $131.91^{\circ}$ | 0.32425 | $131.91^{\circ}$ |  |  |
| $*_{k_{o} b_{0}}=1.27046, k_{o} b_{1}=0.41417, k_{o} b_{2}=0.20033$ |  |  |  |  |  |  |
| $+k_{0} b_{2}=1.27046, k_{0} b_{1}-0.41417, k_{o} b_{0}=0.20033$ |  |  |  |  |  |  |

The above MRCT data was computed using the conventional method of truncation. Note that 5 place accuracy is achieved almost immediately. This is a definite improvement over the GSMT, although for many engineering applications the GSMT results are still quite acceptable. It is interesting to note that the reflection coefficient without the adjacent conducting plate is found from (2.13) in Chapter 2 to be $0.326 \exp \left(132.6^{\circ}\right)$. Note that $B_{0,0}$ converges faster than $B_{0,2^{\prime}}$. This later case corresponds to a larger coupling region dimension, $c$. The reflection coefficient of the central waveguide of the above case is given in Table 3.7.2.2.

Table 3.7.2.2 Convergence Results for the Reflection Coefficient in the Center Section of a Trifurcated Waveguide.

| ${ }^{N}{ }_{p}$ | $B_{0,1}^{*}$ |  |
| :--- | :--- | :--- |
|  |  | 0.74244 |
|  | $152.38^{\circ}$ |  |
| 3 | 0.74244 | $152.37^{\circ}$ |
| 3 | 0.74244 | $152.37^{\circ}$ |
| 4 | 0.74244 | $152.37^{\circ}$ |

$$
*_{k_{0}} b_{0}=1.27046, k_{o} b_{1}=0.41417, k_{o} b_{2}=0.20033
$$

Again the convergence is extremely fast.
The above data was computed using the conventional method of truncation of the equations. The same data was computed using the asymptotic choice of the extra equations. This is shown in Table 3.7.2.3.

Table 3.7.2.3 Effect of the Choice of Truncation on the Convergence of the Reflection Coefficients $B_{0,0}, B_{0,2}$ and the Coupling Coefficient $B_{0,1}$.


Five place accuracy is again achieved; however, this choice of the truncated equations does not appear to be quite as good as the conventional truncation choice. This is logical since we are truncating the equations at such small indices that the asymptotic value of the equations has not been reached.

As a further comparison with the above data, Table 3.7 .2 .4 gives the results of using direct truncation (i.e., no asymptotics).

Table 3.7.2.4 Convergence of Direct Truncation.

| ${ }^{\mathbb{N}}{ }_{p}$ | $\mathrm{B}_{\mathrm{O}, \mathrm{O}}^{*}$ |  | $\mathrm{B}_{\mathrm{O}, 2}^{+}$ |  | $\mathrm{B}_{\mathrm{O}, \mathrm{l}}^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.3233 | $131.4^{\circ}$ | 0.3257 | $135.3^{\circ}$ | 0.7394 | $153.8^{\circ}$ |
| 2 | 0.3244 | $132.0^{\circ}$ | 0.3245 | $132.3^{\circ}$ | 0.7429 | $152.1^{\circ}$ |
| 3 | 0.3244 | $132.0^{\circ}$ | 0.3237 | $131.5^{\circ}$ | 0.7428 | $152.2^{\circ}$ |
| 4 | 0.3241 | $131.8^{\circ}$ | 0.3237 | $131.4^{\circ}$ | 0.7420 | $152.6^{\circ}$ |
| 6 | 0.3243 | $131.9^{\circ}$ | 0.3243 | $131.9^{\circ}$ | 0.7425 | $152.3^{\circ}$ |
| 8 | 0.3243 | $131.9^{\circ}$ | 0.3244 | $132.1^{\circ}$ | 0.7425 | $152.3^{\circ}$ |
| $*_{k_{0}} b_{0}=1.27046, k_{o} b_{1}=0.41417, k_{o} b_{2}=0.20033$ |  |  |  |  |  |  |
| $t \mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{1}=0.41417, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{0}-0.20033$ |  |  |  |  |  |  |

This solution does not explicitly satisfy both of the edge conditions; however, it does converge to the correct result just as the computations made by Pace and Mittra (1966) using the GSMT did. Howevér, the convergence of both of these methods is much slower than either of the methods described which satisfy both edge conditions explicitly. It is also interesting to note that the direct truncation appears to converge faster than the GSMT solution. This is important to note since the MRCT solution without asymptotics can be applied as easily as the GSMT.

The data presented thus far has been for a waveguide junction which propagates only the TEM mode in any waveguide region. It is instructive to solve multimoded waveguide problems using the MRCT. Table 3.7.2.5 presents data for a case where two of the waveguides support the $\mathrm{TM}_{1}$ mode in addition to the TEM mode.

Table 3.7.2.5 Effect of Multimoding on the Convergence Results of the Reflection Coefficients $\mathrm{B}_{\mathrm{O}, 2}, \mathrm{~B}_{\mathrm{O}, \mathrm{O}}$ in the Outer Section of the Trifurcated Waveguide and the Coupling Coefficient $\mathrm{B}_{\mathrm{O}, 1}$ in the Center Section.


The convergence is again quite fast and five place accuracy can be achieved. The convergence of the recession with the larger coupling dimension, $c$, is somewhat slower than in the single moded case because of the multimoding in the coupling region. Also the overmoded data represents more of a perturbation to the bifurcated solution since the magnitude of the reflection coefficient without the adjacent conducting plate is 0.4452 (from (2.13), Chapter 2).

Table 3.7.2.6 illustrates this same data using the asymptotic choice of the last equations.

Table 3.7.2.6 Effect of Multimoding on the Convergence Results of the Trifurcated Waveguide (Asymptotic Truncation)


From the data it is clear that for larger waveguides the differences of the conventional and asymptotic truncation methods are amplified with the conventional truncation method apparently being better.

For a complete comparison of methods it is instructive to compute the multimoded data with direct truncation. This is shown in Table 3.7.2.7.

Table 3.7.2.7 Effect of Multimoding on the Convergence Results of the Trifurcated Waveguide (Direct Truncation)

$$
\begin{aligned}
& *_{\mathrm{k}_{\mathrm{o}}} \mathrm{~b}_{2}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{1}=0.41417, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{\mathrm{o}}=4.41205 \\
& +\mathrm{k}_{\mathrm{o}} \mathrm{~b}_{\mathrm{o}}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{1}=0.41417, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{2}=4.41205
\end{aligned}
$$

Again the convergence of the direct truncation method is slower than either the conventional or asymptotic truncation methods.

The choice of recession giving the larger coupling region serves as a convenient comparison of all the truncation methods since the effects are magnified. Figure 3.7.2.1 illustrates graphically the convergence of the magnitude of the reflection coefficient $B_{0,0}$ given in Tables 3.7.2.5-3.7.2.7. It is clear that both of the methods which satisfy both of the edge conditions explicitly are superior to the direct truncation method, particularly for extremely accurate results. For some engineering applications, however, the direct truncation method is acceptable and will yield results more efficient than many more conventional methods. Figure 3.7.2.1 also illustrates that the conventional choice of the truncation method converges faster than the asymptotic choice of the truncation.

The discussion thus far has been limited to the convergence of various reflection coefficients. It is also interesting to examine some typical perturbation coefficients. Figure 3.7.2.2 illustrates the behavior of $g_{n}^{(1)}$ for the data of Table 3.7.2.1 for $\mathbb{N}_{p}=8$ and the calculation of $B_{o, 0^{\circ}}$. It is quite clear that the asymptotic behavior given in (3.8) and (3.9) is quickly achieved.

### 7.3 The Dielectrically Loaded Trifurcated Waveguide

The dielectric loading of the trifurcated waveguide adds an additional numerical parameter, $N_{3}$. It was generally convenient to choose $N_{p}=N_{1}=N_{2}=N_{3}$. However, since the perturbation coefficients due to the dielectric decay exponentially, $N_{3}$ can generally be chosen smaller than $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$.

Since there is no existing data for the dielectrically loaded trifurcated waveguide the following steps were taken to check the programming: (1) The dielectric was combined with the unloaded trifurcated waveguide using only a TEM mode interaction. This was a particularly good check for large $d$ or small $\varepsilon_{r}$. The data computed agreed with this data. (2) The results of interchanging $b_{0}$ and $b_{2}$ yielded the same results. This is an independent check of the new programming.


Fig. 3.7.2.1: Comparison of Methods of Truncation for the Trifurcated Waveguide.


Fig. 3.7.2.2: Typical Perturbation Coefficients for the Trifurcated Waveguide.

Table 3.7.3.1 illustrates the change of the data of Table 3.7.2.1 and 3.7.2.2 with the dielectric parameters: $k_{o} d=1.256, \varepsilon_{r}=10$, and $\sigma / k_{o}=0.01$.

Table 3.7.3.1 Convergence Results for the Reflection Coefficient in the Outer Section of a Dielectrically Loaded Trifurcated Waveguide.

$$
\begin{aligned}
& *_{k_{o}} b_{o}=1.27046, k_{o} b_{1}=0.41417, k_{o} b_{2}=0.20033
\end{aligned}
$$

The above data was computed using the conventional truncation method. The convergence is comparable to the trifurcated waveguide without dielectric loading. The recession corresponding to the larger coupling region yielded results comparable to the non-loaded waveguide junction.

The waveguides in the above example are single moded except for the dielectric region which supports two modes. Table 3.7.3.2 illustrates the change of the multimoded data of Table 3.7.2.5 due to the addition of dielectric material with the parameters $k_{0} d=1.256$, $\varepsilon_{r}=10, \sigma / k_{o}=0.01$.

Table 3.7.3.2 Effect of Multimoding on the Convergence Results for the Dielectrically Loaded Trifurcated Waveguide (Conventional Truncation).

| ${ }_{\mathrm{N}}^{\mathrm{p}}$ | $B_{0,2}^{*}$ |  | $\mathrm{B}_{0,1}^{*}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.15261 | $168.61^{\circ}$ | 0.88923 | $160.27^{\circ}$ |
| 2 | 0.14271 | $159.59^{\circ}$ | 0.88667 | $160.10^{\circ}$ |
| 3 | 0.14187 | $159.49^{\circ}$ | 0.88517 | $159.95^{\circ}$ |
| 4 | 0.14168 | $159.51^{\circ}$ | 0.88521 | $159.96^{\circ}$ |
| 6 | 0.14161 | $159.51^{\circ}$ | 0.88523 | $159.96^{\circ}$ |
| $8+$ | 0.14164 | $159.51^{\circ}$ | 0.88522 | $159.96^{\circ}$ |
| $10+$ | 0.14165 | $159.51^{\circ}$ | 0.88521 | $159.96^{\circ}$ |
| $\begin{aligned} & = \\ & =6 \end{aligned}$ | $1205$ | $1=0.4$ | $\mathrm{k}_{0} \mathrm{~b}_{2}=$ | $1.27046$ |

Again the convergence was comparable to the trifurcated waveguide without dielectric loading.
A comparison of the above data with that of section 7.2 illustrates the dramatic effect that dielectric loading can have on the reflection coefficients.

## 1. Introduction

This chapter presents the extension of the results of Chapter 3 to the more complicated case of the N-furcated waveguide and its modification due to dielectric loading. The Nfurcated waveguide is a waveguide junction which has received little theoretical attention. The N-furcated waveguide junction can be used in the synthesis of desired ratios of higher order modes in multimoded waveguides. Also the $N$-furcated waveguide can be used as a closed region approximation to the reflection and coupling coefficients of a finite array of parallel plate waveguides.

## 2. Formulation of the Equations

Figure 4.2.1 illustrates the $N$-furcated waveguide and its auxiliary geometry.
The solution to this problem is found by construction $N-1$ meromorphic functions. The function associated with the first plate and the ( $N-1$ ) th plate will only have a single perturbation sum, while the remaining plates will have functions with two perturbation sums. From the canonical solution these functions are readily written.

$$
\begin{equation*}
T_{N-1}(\omega)=H_{N-1}(\omega) F_{N-1}(\omega)\left(K_{0}^{N-1}-\left(\omega-j k_{o}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{N-1}, R}{\omega+\gamma_{n, c_{N-2}}}\right) \tag{2.1}
\end{equation*}
$$

where it is understood that the appropriate geometrical factors for the (N-l)th junction are used in the canonical solution. It is convenient to introduce an additional superscript $R$ to $g_{n}$ which refers to the location of the perturbation, in this case to the right of the (N-l)th junction. Similarly,

$$
\begin{equation*}
T_{1}(\omega)=H_{1}(\omega) F_{1}(\omega)\left(K_{0}^{1}-\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{l, L}}{\omega-\gamma_{n, c_{1}}}\right) \tag{2.2}
\end{equation*}
$$

where the superscript $L$ of $g_{n}$ indicates the perturbation is to the left of the lst junction. For the Mth junction between 1 and $N-l$ we have

$$
\begin{equation*}
T_{M}(\omega)=H_{M}(\omega) F_{M}(\omega)\left(K_{0}^{M}-\left(\omega-j k_{0}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{M, R}}{\omega+\gamma_{n, c_{M-1}}}+\sum_{n=1}^{\infty} \frac{g_{n}^{M, L}}{\omega-\gamma_{n, c_{M}}}\right\}\right) \tag{2.3}
\end{equation*}
$$

Note that there are $2 \mathrm{~N}-4$ sets of unknown $g_{n}^{\prime}$.
The TEM normalization constants are given according to property (V) of section 2 of Chapter 2 by

$$
\begin{align*}
& K_{0}^{N-1} H_{N-1}\left(j k_{0}\right) F_{N-1}\left(j k_{0}\right)=-2 j k_{o} b_{N-1}\left(U_{0}^{N-2}-B_{0, N-1}^{(0)}\right)  \tag{2.4}\\
& K_{0}^{1} H_{l}\left(j k_{0}\right) F_{l}\left(j k_{0}\right)=-2 j k_{o} b_{1}\left(U_{0}^{0}-B_{0, l}^{(0)}\right) \tag{2.5}
\end{align*}
$$


(a) $N$-Furcate Waveguide

(.b) Auxiliary Geometry

Fig. 4.2.1: The N-Furcated Waveguide and the Auxiliary Problem.

$$
\begin{equation*}
K_{0}^{M} H_{M}\left(j k_{0}\right) F_{M}\left(j k_{0}\right)=-2 j k_{0} b_{M}\left(U_{0}^{M-1}-B_{0, M}^{(0)}\right) \tag{2.6}
\end{equation*}
$$

where $U_{0}^{m}$ is the amplitude of the TEM mode incident from the left in the mth junction (refer to Figure 4.2.1 and the subscript of the $c^{\prime} s$ ). The $U_{o}$ 's are given by the equations

$$
\begin{align*}
& U_{0}^{N-2}=\frac{b_{N}}{c_{N-2}} B_{0, N}^{(0)}+\frac{b_{N-1}}{c_{N-2}} B_{0, N-1}^{(0)}  \tag{2.7}\\
& U_{0}^{M-1}=\frac{c_{M}}{c_{M-1}} U_{0}^{M}+\frac{b_{M}}{c_{M-1}} B_{0, M}^{(0)} \tag{2.8}
\end{align*}
$$

and

$$
\begin{equation*}
U_{0}^{o}=\frac{c_{1}}{a} U_{0}^{1}+\frac{b_{1}}{a} B_{0,1}^{(0)} \tag{2.9}
\end{equation*}
$$

We have assumed TEM incidence from the waveguides to the left of the junction. The solution for the TEM scattered fields for TEM incidence from the largest waveguide is direct since no higher order modes are excited.

In order to derive equations for the perturbation coefficients, we again make use of the auxiliary geometry and insist that the expressions for the modal coefficients in the various coupling regions be consistent.

For the Mth plate we have in general coupling regions to the left and right of the plate truncation. From property (i) of section 2, Chapter 2, we have

$$
\begin{equation*}
g_{n}^{M, R}=K_{n}^{M, R} C_{n, M-1}^{-} \tag{2.10}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{M, R}=\frac{-n \pi}{c_{M-1}} \sin \frac{n \pi b_{M}}{c_{M-1}} /\left[F_{M}\left(-\gamma_{n, c_{M-1}}\right) H_{M}\left(-\gamma_{n, c_{M-1}}\right) \cdot\left(\gamma_{n, c_{M-1}}+j k_{o}\right)\right] \tag{2.11}
\end{equation*}
$$

Equations (2.10) and (2.11) are valid for $M=2, \cdots N-1$.
For the left perturbation coefficients we find from property (iii) of section 2, Chapter 2

$$
\begin{equation*}
g_{n}^{M, L}=K_{n}^{M, L} C_{n, M}^{+} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{M, L}=-\gamma_{n, c_{M}}^{2} c_{M} /\left[F_{M}^{(n)}\left(\gamma_{n, c_{M}}\right) H_{M}\left(\gamma_{n, c_{M}}\right)\left(\gamma_{n, c_{M}}-j k_{0}\right)\right] \tag{2.13}
\end{equation*}
$$

Equations (2.12) and (2.13) are valid for $M=1, \cdots N-2$.
From property (ii) of section 2, Chapter 2, we have for the Mth plate

$$
\begin{equation*}
\operatorname{RES}\left[\mathrm{T}_{M}, \gamma_{n, c_{M-1}}\right]=\frac{-n \pi}{c_{M-1}} \sin \frac{n \pi b_{M}}{c_{M-1}}\left[K_{n}^{M-1, L}\right]^{-1} g_{n}^{M-1, L} \tag{2.14}
\end{equation*}
$$

where we have used (2.12). This equation is valid for $M=2, \cdots, N-1$. Similarly, we use property (vi) of section 2, Chapter 2, and find

$$
\begin{equation*}
T_{M}\left(-\gamma_{n, c_{M}}\right)=\gamma_{n, c_{M}} c_{M}\left[K_{n}^{M+1, R}\right]^{-1} g_{n}^{M+1, R} \tag{2.15}
\end{equation*}
$$

Where we have used (2.10). This equation is valid for $M=1, \cdots, N-2$.
Equations (2.14) and (2.15) represent the desired simultaneous equations for the perturbation coefficients. Note that the end plates each contribute only one kind of equation, while the central plates each contribute both kinds of equations. Hence, we have $2 \mathrm{~N}-4$ sets of infinite equations for the $2 N-4$ sets of unknown right and left perturbation coefficients.

## 3. Asymptotics

In order to effectively truncate the equations for the $\mathbb{N}$-furcated waveguide, we shall find the asymptotic behavior of the perturbation coefficients.

Using (page 14) we can easily find the asymptotic behavior of $K_{n}^{M, R}$ to be

$$
\begin{equation*}
K_{n}^{M, R}=O\left(n^{l / 2} \sin \frac{n \pi b_{M}}{c_{M-1}}\right) \tag{3.1}
\end{equation*}
$$

We can also find that similar to $C_{n}^{-}$in (3.1), Chapter 3, the expression

$$
\begin{equation*}
C_{n, M-1}^{-}=O\left(n^{-3 / 2}\right) \tag{3.2}
\end{equation*}
$$

## Hence

$$
\begin{equation*}
g_{n}^{M, R}=O\left(n^{-1} \sin \frac{n \pi b_{M}}{c_{M-1}}\right) \tag{3.3}
\end{equation*}
$$

This is in agreement with the results found for the trifurcated waveguide.
The results begin to deviate from the trifurcated waveguide at this point when finding the asymptotic behavior of the left perturbation coefficients. In order to illustrate this consider the case of $M=1$. From (ii) of section 2, Chapter 2, we have

$$
\begin{equation*}
-A_{n} \frac{n \pi}{a} \sin \frac{n \pi b_{1}}{a}=\operatorname{RES}\left[T_{1}, \gamma_{n a}\right] \quad n=1,2, \cdots \tag{3.4}
\end{equation*}
$$

Because of the concept of (3.3), the summation,

$$
\sum_{n=1}^{\infty} \frac{g_{11}^{l, L}}{\omega-\gamma_{n, c_{l}}}
$$

of $\mathrm{T}_{1}(\omega)$ must contribute more than one oscillatory term asymototically in order to meet all of the edge conditions. In particular, this sum must contribute the necessary terms to
satisfy the edge condition of the plates: $2,3, \cdots N-1$. This result can be arrived at by considering a sequential collapse of the recessed junctions. Figure 4.3.1 illustrates this concept. For the mth junction, we need to satisfy the edge condition for all edges, from $n$ to $N-1$. Hence

$$
\begin{align*}
C_{n, M}^{+} & =O\left(n^{-3 / 2} \sin \frac{n \pi b_{M+1}}{c_{M}}\right)+o\left(n^{-3 / 2} \sin \frac{n \pi\left(b_{M+1}+b_{M+2}\right)}{c_{M}}\right)+\cdots \\
& +O\left(n^{-3 / 2} \sin \frac{n \pi\left(b_{M+1}+b_{M+2}+\cdots+b_{N-1}\right)}{c_{M}}\right) \tag{3.5}
\end{align*}
$$

Using (2.12), (2.13), and the asymptotic expansion $K_{n}^{M, L}=O\left(n^{\frac{1}{2}}\right)$, we obtain

$$
\begin{equation*}
g_{n}^{M, L}=\sum_{p=1}^{N-M-1} 0\left\{n^{-1} \sin \left(\frac{n \pi}{c_{M}} \sum_{M=M+1}^{M+p} b_{m}\right)\right\} \tag{3.6}
\end{equation*}
$$

for $M=1,2, \cdots, N-2$. These multi term asymptotic forms are necessary so that all the edge conditions are satisfied explicitly.

The argument presented above for the multiterm asymptotic expansions of the left perturbation coefficients is not totally rigorous. This is because we are really only in a position to argue the multiterm expansion of $g_{n}^{l, L}$. The remaining expansions do not necessarily follow, although they do appeal to the intuition.

A rigorous justification of the remaining multiterm asymptotic expansions can, however, be presented. In order to do this, let us assume the existence of the expansions and then show that they are necessary to satisfy all of the edge conditions. The procedure is to examine the leading asymptotic terms of (2.14). However, we must first consider the approximate forms of (2.1)-(2.3). Using (3.3) and (3.6) we have

$$
\begin{align*}
T_{N-1}(\omega) & \simeq H_{N-1}(\omega) F_{N-1}(\omega)\left(K_{0}^{N-1}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{N} \frac{N_{n}^{N-1, R}}{\omega+\gamma_{n, ~}^{N-1}, R}\right.\right. \\
& \left.\left.+\bar{g}_{N-2}^{N-1, R} \sum_{n=1+N^{N-1}}^{\infty} \sum_{n}^{\infty} \frac{n^{-1} \sin n \pi b_{N-1} / c_{N-2}}{\omega+\gamma_{n}, c_{N-2}}\right\}\right)
\end{align*}
$$

and


$$
\begin{align*}
& T_{1}(\omega) \simeq H_{1}(\omega) F_{1}(\omega)\left(K_{o}^{I}-\left(\omega-j k_{o}\right) \int_{n=1}^{N_{1}^{I, L}} \frac{g_{n}^{l, L}}{\omega-\gamma_{n, ~}}\right. \\
& +\overline{\mathrm{g}}_{1}^{1, L} \sum_{\mathrm{n}=\mathrm{l}+\mathbb{N}^{1, L}}^{\infty} \frac{\mathrm{n}^{-1} \sin n \pi b_{2} / c_{1}}{\omega-\gamma_{n, c_{1}}} \\
& +\bar{g}_{2}^{1, L} \sum_{n=1+\mathbb{N}^{1, L}}^{\infty} \frac{n^{-1} \sin n \pi\left(b_{2}+b_{3}\right) / c_{1}}{\omega-\gamma_{n, c_{1}}}  \tag{3.8}\\
& \left.\left.+\cdots+\bar{g}_{N-2}^{1, L} \sum_{n=1+N^{1}, L}^{\infty} \frac{n^{-1} \sin n \pi\left(b_{2}+b_{3}+\cdots+b_{N-1}\right) / c_{1}}{\omega-\gamma_{n, c_{1}}}\right\}\right)
\end{align*}
$$

and for the central plates

$$
\begin{align*}
& T_{M}(\omega) \simeq H_{M}(\omega) F_{M}(\omega)\left\{K_{0}^{M}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{N_{N}^{M, R}} \frac{g_{n}^{M, R}}{\omega-\gamma_{n, c_{M-1}}}\right.\right. \\
& +\bar{g}^{M, R} \sum_{n=1+N}^{\infty} M, R \frac{n^{-1} \sin n \pi b{ }_{M} / c_{M-1}}{\omega+\gamma}+\sum_{n, c_{M-1}}^{N_{n=1}^{M, L}} \frac{g_{n}^{M, L}}{\omega-\gamma_{n, ~}} \\
& +\bar{g}_{1}^{M, L} \sum_{n=1+N}^{\infty} M, L \frac{n^{-1} \sin b_{M+1} / c_{M}}{\omega-\gamma}+\cdots  \tag{3.9}\\
& \left.\left.+\bar{g}_{N-M-1}^{M, L} \sum_{n=1+N}^{\infty} \sum_{M, L} \frac{n^{-1} \sin n \pi\left(b_{M+1}+\cdots+b_{N-1}\right) / c_{M}}{\omega-\gamma_{n, c_{M}}}\right\}\right\}
\end{align*}
$$

where $N$ indicates the number of perturbation coefficients and the superscript refers to the appropriate coefficient. The notation for the asymptotic perturbation coefficients is obvious. However, note that since there is more than one left asymptotic perturbation coefficient in general there is a subscript to distinguish the various asymptotic terms of the same perturbation coefficient. Since there is always only one right perturbation coefficient, no subscript is necessary.

When examining the asymptotic expansions we will keep the constants associated with the expansions for reasons which will become obvious. Using (page 14) and the results of Appendix $C$ we have the asymptotic expansion


$$
\begin{aligned}
& \left.-\sum_{m=1}^{N M, L} g_{m}^{M, L}-\sum_{k=1}^{N-M-1}\left(-\frac{g_{k}, L}{} \sum_{m=N}^{\infty} M_{, L} L_{+1} m^{-1} \sin \left(\frac{m \pi}{C_{M}} \sum_{\ell=1}^{k} b_{M+\ell}\right)\right)\right) \\
& \left.+\sum_{k=1}^{N-M-1}-g_{k}^{M, L} \frac{\sin \frac{n \pi}{C_{M-1}}\left(C_{M}-\sum_{\ell=1}^{k} b_{M+\ell}\right)}{\sin \frac{n \pi}{C_{M-1}}\left(C_{M-1}-b_{M}\right)}\right\}
\end{aligned}
$$

Also, using the asymptotic expansion (3.6) the right-hand side of (2.14) becomes
$\frac{-n \pi}{C_{M-1}} \sin \frac{n \pi b_{M}}{C_{M-1}} x \pm\left. K_{n}^{M-i, L_{1}-1} g_{n}^{M-1, L}\right|_{n \rightarrow \infty} \sim-\sqrt{\frac{2 \pi C_{M-2}}{n b_{M-1}}} \frac{\sin \frac{n \pi b_{M}}{C_{M-1}}}{\sum_{k=0}^{N-M-1} \bar{g}_{k+1}^{M-1, L}} \sin \left(\frac{n \pi}{C_{M-1}} \sum_{\ell=0}^{k} b_{M+\ell}\right)$

We thus find that ( 2.14 oscillatory terms of different arguments times the large parameter $n$. The first equation is of the form

$$
\begin{align*}
& P_{M}\left(K_{o}^{M}-\sum_{m=1}^{N} g_{m}^{M, R} g_{m}^{M, R}-\bar{g} M, R \sum_{m=1+N}^{\infty} M, R m^{-1} \sin m \pi b{ }_{M} / c_{M-1}\right. \\
& -\sum_{m=1}^{N, L} g_{m}^{M, L}-\overline{g_{1}}, L \sum_{m=1+N}^{\infty} M, L m^{-1} \sin m \pi b_{M+1} / c_{M} \\
& \left.-\cdots-\bar{g}_{N-M-1}^{M, L} \sum_{m=1+N M, L}^{\infty} m^{-1} \sin m \pi\left(b_{M+1}+\cdots+b_{N-1}\right) / c_{M}\right\}  \tag{3.10}\\
& =\frac{\pi}{c_{M-1}} \overline{\mathrm{~g}}_{1}^{\mathrm{M}-1, \mathrm{~L}}
\end{align*}
$$

where

$$
P_{M}=\frac{b_{M-1}}{b_{M} c_{M} c_{M-2}}
$$

The remaining equations are all similar in form and are given by

$$
\begin{align*}
& \mathrm{P}_{\mathrm{M}} \overline{\mathrm{~g}}_{1}^{\mathrm{M}, \mathrm{~L}}=\overline{\mathrm{g}}_{2}^{\mathrm{M}-1, \mathrm{~L}} / \mathrm{c}_{\mathrm{M}-1} \\
& \text { - }  \tag{3.11}\\
& \mathrm{P}_{\mathrm{M}} \stackrel{-\mathrm{g}}{\mathrm{M}, \mathrm{~L}-\mathrm{M}-1} \stackrel{\cdot}{\mathrm{~g}} \mathrm{~g}_{\mathrm{N}-\mathrm{M}}^{\mathrm{M}-\mathrm{L}} / \mathrm{c}_{\mathrm{M}-1}
\end{align*}
$$

Equations (3.11) prove that multiterm asymptotic expansions are necessary for every left perturbation coefficient. If any of these coefficients are set to zero we see that (3.11) imply that other perturbation coefficients (which we know must be non-zero because of an
edge condition) must be zero. Hence, the existence of the multiterm asymptotic expansions of the left perturbation coefficients is proved by contradiction.

Using (3.7)-(3.9) and Appendix $C$ we can easily show that all of the edge conditions are explicitly satisfied just as was the case for the trifurcated waveguide.

## 4. Truncation of the Equations

The truncation of the equations for the $N$-furcated waveguide is more difficult than the trifurcated waveguide because of the asymptotic degeneracy of equation (2.14). Two basic choices of the truncation method are considered in this section.

The basic difference between methods is the choice of the extra equations for the asymptotic perturbation coefficients. Both of the methods use the following equations, which are obtained by using (3.7)-(3.9) in (2.14) and (2.15). For the first plate we obtain

$$
\begin{align*}
& \sum_{m=1}^{N_{1}^{1, L}} \frac{g_{m}^{1, L}}{\gamma_{m, c_{1}}+\gamma_{n, c_{1}}}+\bar{g}_{1}^{1, L} \sum_{m=1+N^{1, L}}^{\infty} \frac{m^{-1} \sin m \pi b_{2} / c_{1}}{\gamma_{m, c_{1}}+\gamma_{n, c_{1}}} \\
& +\bar{g}_{2}^{1, L} \sum_{m=1+N^{1}, L}^{\infty} \frac{m^{-1} \sin m \pi\left(b_{2}+b_{3}\right) / c_{1}}{\gamma_{m, c_{1}}{ }^{+\gamma_{n, ~}} c_{1}} \\
& +\cdots+\mathrm{g}_{\mathrm{N}-2}, \sum_{\mathrm{m}=1+\mathrm{N}} \sum_{1, \mathrm{~L}}^{\infty} \frac{\mathrm{m}^{-1} \sin \mathrm{~m} \pi\left(\mathrm{~b}_{2}+\mathrm{b}_{3}+\cdots+\mathrm{b}_{\mathrm{N}-1}\right) / \mathrm{c}_{1}}{\gamma_{\mathrm{m}, \mathrm{c}_{1}}+\gamma_{\mathrm{n}, \mathrm{c}}}  \tag{4.1}\\
& +\left(\lambda_{n}^{1, R}\right)^{-1} \gamma_{n, c_{1}} c_{1} g_{n}^{2, R}=K_{o}^{1} /\left(\gamma_{n, c_{1}}+j k_{o}\right) \quad n=1,2, \cdots, N^{2}, R
\end{align*}
$$

And for the central plates we obtain the following two sets of equations

$$
\begin{align*}
& \left(\lambda_{n}^{M, L}\right)^{-1} \frac{n \pi}{c_{M-1}} \sin \frac{n \pi b}{c_{M-1}} g_{n}^{M-1, L}-\sum_{m=1}^{N, R} \frac{g_{m}^{M, R}}{\gamma_{m, c_{M-1}}{ }^{N} \gamma_{n, c_{M-1}}} \\
& -\bar{g}^{M, R} \sum_{m=1+N}^{\infty} M, R \frac{m^{-1} \sin m \pi b_{M} / c_{M-1}}{\gamma_{m, c_{M-1}}^{+\gamma_{n, c}} c_{M-1}}+\sum_{m=1}^{N, L} \frac{g_{m}^{M, L}}{\gamma_{m, c_{M}{ }^{-\gamma}}^{N, c_{M-1}}} \\
& +\overline{\mathrm{E}}_{1}^{M, L} \sum_{m=1+\mathbb{N}}^{\infty} M, L \frac{m^{-1} \sin m \pi b_{M+1} / c_{M}}{\gamma_{m, c_{M}^{-\gamma} n, c_{M-1}}} \\
& +\bar{g}_{2}^{M, L} \sum_{m=1+\mathbb{N}}^{\infty} M, L \frac{m^{-1} \sin m \pi\left(b_{M+1}+b_{M+2}\right) / c_{M}}{\gamma_{m, c_{M}}^{-\gamma_{n, c}} c_{M-1}}  \tag{4.2}\\
& +\cdots+\bar{g}_{N-M-1}^{M, L} \sum_{m=1+N}^{\infty} M, L \frac{m^{-1} \sin m \pi\left(b_{M+1}+b_{M+2}+\cdots+b_{N-1}\right) / c_{M}}{\gamma_{n, c_{M}-\gamma_{n, c_{M-1}}}} \\
& =-K_{o}^{M}\left(\gamma_{n, c_{M-1}}-j k_{o}\right) \quad n=1,2, \cdots, N^{M-1, L}
\end{align*}
$$

And

$$
\begin{aligned}
& \sum_{m=1}^{N} \frac{g_{m}^{M, R}}{N_{m, c}, R}+\bar{g}_{M-1}^{-\gamma_{n, ~}^{M}, R} \sum_{m=1+N^{M}, R}^{\infty} \frac{m^{-1} \sin m \pi b_{M} / c_{M-1}}{\gamma_{m, c_{M-1}}^{-\gamma_{n, c}}}
\end{aligned}
$$

$$
\begin{align*}
& -\mathrm{g}_{2}^{-M, L} \sum_{m=1+N}^{\infty} M, L \frac{m^{-1} \sin m \pi\left(b_{M+1} b_{M+2}\right) / c_{M}}{\gamma_{m, c_{M}}^{+\gamma_{n, c_{M}}}}  \tag{4.3}\\
& -\cdots-\bar{g}_{N-M-1}^{M, L} \sum_{m=1+N}^{\infty} \sum_{M, L} \frac{m^{-1} \sin m \pi\left(b_{M+1}+b_{M+2}+\cdots+b_{N-1}\right) / c_{M}}{\gamma_{m, c_{M}}^{+\gamma_{n, c}} c_{M}} \\
& -\left(\lambda_{n}^{M, R}\right)^{-1} \gamma_{n, c_{M}} c_{M} g_{n}^{M+l, R}=-K_{o}^{M} /\left(\gamma_{n, c_{M}}+j k_{o}\right) \quad n=1,2, \cdots, N^{M+1, R}
\end{align*}
$$

Similarly, for the (N-l)th plate we obtain

$$
\begin{align*}
& \left(\lambda_{n}^{N-1, L}\right)^{-1} \frac{n \pi}{c_{N-2}} \sin \frac{n \pi b_{N-1}}{c_{N-2}} g_{n}^{N-2, L} \\
& -\sum_{m=1}^{N-1, R} \frac{g_{m}^{N-1, R}}{\gamma_{m, c_{N-2}}^{N}+\gamma_{n, c_{N-2}}}-g^{-N-1, R} \sum_{m=1+N_{N-1, R}}^{\infty} \frac{m^{-1} \sin m \pi b_{N-1} / c_{N-2}}{\gamma_{m, c_{N-2}}^{+\gamma_{n}, c_{N-2}}} \\
& =-\frac{K_{o}^{N-1}}{\left(\gamma_{\left.n, c_{N-2}-j k_{o}\right)}\right.} \tag{4.4}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{n}^{M, L}=-\gamma_{n, c_{M-1}^{2}}^{2} c_{M-1} \frac{\operatorname{RES}\left[F_{M}, \gamma_{n, c_{M-1}}\right] H_{M}\left(\gamma_{n, c_{M-1}}^{(n)}\right)}{N_{M-1}\left(\gamma_{n, c_{M-1}}\right) H_{M-1}\left(\gamma_{\left.n, c_{M-1}\right)}\right)}  \tag{4.5}\\
& \lambda_{n}^{M, R}=\frac{-n \pi}{c_{M}} \sin \frac{n \pi b_{M+1}}{c_{M}} \frac{F_{M}\left(-\gamma_{n, c_{M}}\right) H_{M}\left(-\gamma_{n, c_{M}}\right)}{F_{M+1}\left(-\gamma_{n, c_{M}}\right) H_{M+1}\left(-\gamma_{n, c_{M}}\right)} \tag{4.6}
\end{align*}
$$

The asymptotic choice of the last equations can be logically extended to the $N$-furcated waveguide. Proceeding in a similar manner to the trifurcated waveguide, we find the following asymptotic form for equation (4.1)

$$
\begin{align*}
\sum_{m=1}^{N, L} g_{m}^{1, L}+ & \bar{g}_{1}^{1, L} \sum_{m=1+N^{\prime}, L}^{\infty} m^{-1} \sin m \pi b_{2} / c_{1}+\cdots+ \\
& \bar{g}_{N-2}^{1, L} \sum_{m=1+N^{1, L}}^{\infty} m^{-1} \sin m \pi\left(b_{2}+b_{3}+\cdots+b_{N-1}\right) / c_{1} \\
& +\pi Q_{1} \bar{g}^{2, R}=K_{o}^{1} \tag{4.7}
\end{align*}
$$

where

$$
Q_{M}=-\sqrt{\frac{b_{M} c_{M}^{2}}{b_{M+1} c_{M-1} c_{M+1}}}
$$

The asymptotic form of (4.2) has already been given in equations (3.10) and (3.11). The asymptotic form of (4.3) is

$$
\begin{align*}
& \sum_{m=1}^{N, R} g_{m}^{M, R}+\bar{g}^{M, R} \sum_{m=1+N}^{\infty} M, R^{m} m^{-1} \sin m \pi b_{M} / c_{M-1} \\
& +\sum_{m=1}^{N} \sum_{m}^{M, L} g_{m}^{M, L}+\bar{g}_{1}^{M, L} \sum_{m=1+N^{\prime}}^{\infty} M, L^{m^{-1}} \sin m \pi b_{M+1} / c_{M} \\
& +\cdots+\bar{g}_{N-M-1}^{M, L} \sum_{m=1+N}^{\infty} M, L{ }^{m-1} \sin m \pi\left(b_{M+1}+\cdots+b_{N-1}\right) / c_{M}  \tag{4.8}\\
& +\pi Q_{M} \bar{g}^{-M+1, R}=K_{o}^{M}
\end{align*}
$$

Similarly, the asymptotic form of (4.4) is

$$
\begin{align*}
& \sum_{m=1}^{N-1, R} g_{m}^{N-1, R}+\bar{g}^{N-1, R} \sum_{m=1+N^{N}-1, R}^{\infty} R^{m-1} \sin m \pi b_{N-1} / c_{N-2} \\
& +\frac{\pi}{c_{N-2}} P_{1 N-1} \bar{g}_{1}^{N-2, L}=K_{0}^{N-1} \tag{4.9}
\end{align*}
$$

and $P_{N-1}$ was given in conjunction with (3.10).
The conventional choice of the truncation as mentioned for the trifurcated waveguide is apparently not possible in the case of the $N$-furcated waveguide because of the asymptotic degeneracy of (2.14). Any choice other than the asymptotic choice for the extra equations associated with (2.14) will apparently lead to numerical instabilities. Hence, we will use a hybrid choice. That is, we will use the asymptotic equations for the extra equations associated with (4.2), that is, eq. 11, and we will use the equations obtained by using the next index for (4.1), (4.3) and (4.4). In the case of $N=3$, we will have the conventional truncation scheme. However, for $N$ greater than 3 we will have a true hybrid choice.

Of course, one other truncation is also possible -- direct truncation. As in the case of the trifurcated waveguide, this solution will not explicitly satisfy all of the edge conditions. However, for many applications the solution may be adequate and even better than many other more conventional methods of solution.

## 5. Dielectric Loading

The dielectrically loaded $N$-furcated waveguide is shown in Figure 4.5.1. The modification of the $N$-furcated solution to account for the dielectric is similar to the modification of the trifurcated waveguide given in Chapter 3. Only the results will be givin. $T_{1}(\omega)$ becomes

$$
\begin{equation*}
T_{1}(\omega)=H_{1}(\omega) F_{1}(\omega)\left\{K_{o}^{1}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{1, R}}{\omega+\gamma_{n, a}}+\sum_{n=1}^{\infty} \frac{g_{n}^{1, L}}{\omega-\gamma_{n, c_{1}}}\right\}\right\} \tag{5.1}
\end{equation*}
$$



Fig. 4.5.1: Dielectrically Loaded N-Furcated Waveguide.

Again $g_{n}^{l, R}$ is asymptotically given by

$$
\begin{equation*}
g_{n}^{l, R}=O\left(n^{-1} e^{-2 \pi n d / a}\right) \tag{5.2}
\end{equation*}
$$

Using the truncated form of (5.1), (4.1) is modified to be

$$
\begin{align*}
& -\sum_{m=1}^{N 1, R} \frac{g_{m}^{1, R}}{\gamma_{m, a^{-\gamma}}{ }_{n, c}}-\bar{g}^{1, R} \sum_{m=1+N^{1, R}}^{\infty} \frac{m^{-1} e^{-2 m \pi d / a}}{\gamma_{m, a^{-\gamma} n, c_{1}}} \\
& +\sum_{m=1}^{N 1, L} \frac{g_{m}^{l, L}}{\gamma_{m, c_{l}}+\gamma_{n, c_{l}}}+\bar{g}_{1}^{l, L} \sum_{m=1+N^{1, L}}^{\infty} \frac{m^{-1} \sin m \pi b_{2} / c_{l}}{\gamma_{m, c_{l}}+\gamma_{n, c_{l}}} \\
& +\cdots+\bar{g}_{N-2}^{1, L} \sum_{m=1+N}^{\infty} 1, L \frac{m^{-1} \sin m \pi\left(b_{2}+b_{3}+\cdots+b_{N-1}\right) / c_{1}}{\gamma_{m, c_{1}}^{+\gamma_{n, c_{1}}}} \\
& +\left(\lambda_{n}^{l, R}\right)^{-1} \gamma_{n, c_{1}} c_{1} g_{n}^{2, R}=K_{o}^{1} /\left(\gamma_{n, c_{l}}+j k_{o}\right) \quad n=1,2, \cdots, \mathbb{N}^{2}, R \tag{5.3}
\end{align*}
$$

Due to the introduction of $g_{n}^{l, R}$, the following equations must be included in the solution

$$
\begin{align*}
& \sum_{m=1}^{N^{1, R}} \frac{g_{m}^{l, R}}{\gamma_{m, a}^{+\gamma_{n, a}}}+\bar{g}^{1, R} \sum_{m=1+N^{1, R}}^{\infty} \frac{m^{-1} e^{-2 m \pi d / a}}{\gamma_{m, a}+\gamma_{n, a}} \\
& +\lambda_{n}^{a} g_{n}^{1, R}-\sum_{m=1}^{N_{l}^{1, L}} \frac{g_{m}^{1, L}}{\gamma_{m, c_{1}}{ }^{-\gamma_{n, a}}}-\bar{g}_{1}^{1, L} \sum_{m=1+\mathbb{N}^{1, L}}^{\infty} \frac{m^{-1} \sin m \pi b_{2} / c_{1}}{\gamma_{m, c_{1}-\gamma_{n, a}}} \\
& \cdots-\bar{g}_{N-2}^{1, L} \sum_{m=1+N}^{\infty} 1, L \frac{m^{-1} \sin m \pi\left(b_{2}+\cdots+b_{N-1}\right) / c_{1}}{\gamma_{m, c_{1}}-\gamma_{n, a}}=\frac{K_{o}^{1}}{\left(\gamma_{n, a^{-j k_{0}}}\right)} \\
& n=1,2, \cdots, N^{1, R} \tag{5.4}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{n}^{a}=\frac{R_{i \hat{i n}}^{-1} F_{1}\left(-\gamma_{n, a}\right) H_{1}\left(-\gamma_{n, a}\right)}{\operatorname{RES}\left[F_{1}, \gamma_{n, a}\right] H_{1}\left(\gamma_{n, a}\right)} \frac{\left(\gamma_{n, a}+j k_{o}\right)}{\left(\gamma_{n, a}-j k_{o}\right)} \tag{5.5}
\end{equation*}
$$

It should be noted that the infinite sum involving the asymptotic form of $g_{n}^{l, R}$ makes an insignificant contribution and could be omitted.

For the dielectrically loaded $N$-furcate waveguide we are only considering the case of the hybrid choice of the truncation.

The previous sections have dealt with the formulation and solution of the MRCT equations for the perturbation coefficients. Upon finding the perturbation coefficients, we are able to evaluate the constructed meromorphic functions at the appropriate points in the complex plane and determine the scattered fields. This is done with the aid of the auxiliary geometry.

Using the properties of section 2, Chapter 2, we find the following TEM modal coefficients of the scattered fields for the $N$-furcated waveguide.

$$
\begin{align*}
& B_{o, 1}=\frac{-T_{1}\left(-j k_{o}\right)}{2 j k_{o} b_{1}}  \tag{6.1}\\
& B_{O, M}=\frac{-T_{m}\left(-j k_{o}\right)}{2 j k_{o} b_{M}}+\sum_{n=1}^{M-1} \frac{T_{n}\left(-j k_{o}\right)}{2 j k_{o} c_{n}} \quad M=2, \cdots, N-1 \tag{6.2}
\end{align*}
$$

and

$$
\begin{equation*}
B_{0, N}=\frac{T_{N-1}\left(-j k_{0}\right)}{2 j k_{0} c_{N-1}}+\sum_{n=1}^{N-2} \frac{T_{n}\left(-j k_{0}\right)}{2 j k_{0} c_{n}} \tag{6.3}
\end{equation*}
$$

When only a single waveguide is excited with an amplitude of unity, (6.1)-(6.3) represent either (current) reflection coefficients or (current) coupling coefficients. The reader is reminded that for TEM incidence from the largest waveguide the TEM solution is immediate.

For the purpose of this monograph, only the TEM modal coefficients are desired. Other higher order modal coefficients can be calculated using the auxiliary geometry and the properties of section 2, Chapter 2.

For the case of the dielectrically loaded $N$-furcated waveguide, the results are essentially the same as those given above, except we must add in the TEM reflected field from the dielectric. This yields

$$
\begin{align*}
& B_{0, I}=\frac{T_{1}\left(-j k_{0}\right)}{2 j k_{0} b_{1}}+U_{o}^{O} R_{0}  \tag{6.4}\\
& B_{O, M}=\frac{-T_{M}\left(-j k_{0}\right)}{2 j k_{O} b_{M}}+\sum_{n=1}^{M-1} \frac{T_{n}\left(-j k_{0}\right)}{2 j k_{o} c_{n}}+U_{0}^{O} R_{0} ; \quad M=2, \cdots, N-1  \tag{6.5}\\
& B_{0, N}=\frac{T_{N-1}\left(-j k_{0}\right)}{2 j k_{0} c_{N-1}}+\sum_{n=1}^{N-2} \frac{T_{n}\left(-j k_{0}\right)}{2 j k_{0} c_{n}}+U_{0}^{0} R_{0} \tag{6.6}
\end{align*}
$$

where $U_{o}^{\circ}$ is given by (2.9).

## 7. Numerical Results

### 7.1 Introduction

This section presents the numerical solution of the $\mathbb{N}$-furcated waveguide as well as the dielectrically loaded $N$-furcated waveguide.

### 7.2 The N-Furcated Waveguide

Since there is no existing data for an N-furcated waveguide, the following steps were indicative of the validity of the results: (1) The results agreed with the trifurcated waveguide for $N=3$. (2) Reversing the order of $b_{1}, b_{2}, \cdots, b_{N}$, yielded the same results. (3) The bifurcated waveguide with a magnetic wall was solved similar to the solution given in section 2, Chapter 2. This solution is given in Appendix E. This canonical solution was used to solve a trifurcated waveguide with a magnetic wall (ref. Appendix F). This solution was then combined with the solution given in Chapter 3 to yield results for a symmetric $N$-furcated waveguide with $N=5$. These results were then in agreement giving a simultaneous check of the magnetic wall trifurcated waveguide program and the N-furcated waveguide program. (4) By feeding more than one waveguide simultaneously, we can simulate a trifurcated waveguide with a magnetic or electric wall. These results also agreed.

Table 4.7.2.1 illustrates the convergence for a case with $N=5$. In this example a convenient choice of the number of perturbation coefficients was $N^{R, M} \equiv N^{L}, M \quad \equiv N_{p}$.

Table 4.7.2.1 Convergence Results for the N-furcated Waveguide (Hybrid Truncation)

$$
\begin{aligned}
& *_{k_{0}} b_{1}=k_{o} b_{5}=1.27046, k_{o} b_{2}=k_{0} b_{4}=0.41417, k_{o} b_{3}=0.40066 . \\
& +\mathrm{T}_{2-4}=\mathrm{B}_{0,4} \text { with } \mathrm{B}_{0,2}^{(0)}=1, \mathrm{~T}_{4-2}=\mathrm{B}_{0,2} \text { with } \mathrm{B}_{0,4}^{(0)}=1 \text {. }
\end{aligned}
$$

By the symmetry of the geometry $B_{0,2}=B_{0,4}$ and $T_{2-4}=T_{4-2}$. However, because of the larger coupling region associated with the second plate, the calculations are more accurate for the fourth plate and hence $B_{0,4}$ and $T_{2-4}$ are more accurate. This difference is more evident from an examination of the coupling coefficients. For inaccuracies less than a percent, convergence is essentially achieved for $N_{p}$ greater than 5. In order to calculate all of the TEM scattering parameters to the same accuracy, one can choose the number of the perturbation coefficients to have a gradient, with the larger coupling region having more coefficients. As an example tor $N^{l, L}=N^{2, R}=10, N^{2, L}=N^{3, R}=6$, and $N^{3, L}=N^{4}, R=3$, we calculate the following results for the example given in Table 4.7.2.1.

$$
\begin{aligned}
\mathrm{B}_{0,2}=0.833155^{\circ}, \quad \mathrm{B}_{0,4} & =0.835155^{\circ}, \mathrm{T}_{2-4}=0.099-5^{\circ} \\
\mathrm{T}_{4-2} & =0.099-5^{\circ}
\end{aligned}
$$

The symmetry is obvious.
The above data is for the hybrid truncation method. Table 4.7.2.2 illustrates this same data for the asymptotic choice of the truncation.

Table 4.7.2.2 Convergence Results for the N-furcated Waveguide (Asymptotic Truncation)

$$
\begin{aligned}
& \\
& *_{k_{0}} b_{1}=k_{0} b_{5}=1.27046, k_{0} b_{2}=k_{0} b_{4}=0.41417, k_{0} b_{3}=0.40066 . \\
& +T_{2-4}=B_{0,4} \text { with } B_{0,2}^{(0)}=1, T_{4-2}=B_{0,2} \text { with } B_{0,4}^{(0)}=1 \text {. }
\end{aligned}
$$

A comparison of the coupling coefficients with those of Table 4.7.2.1 clearly shows that the hybrid choice is again superior.

As a final comparison, let us compute this same data using direct truncation. This is shown in Table 4.7.2.3.

Table 4.7.2.3 Convergence Results for the N-Furcated Waveguide (Direct Truncation)

$$
\begin{aligned}
& \\
& *_{k_{0}} b_{1}=k_{0} b_{5}=1.27046, k_{0} b_{2}=k_{0} b_{4}=0.41417, k_{o} b_{3}=0.40066 \text {. } \\
& +\mathrm{T}_{2-4}=\mathrm{B}_{0,4} \text { with } \mathrm{B}_{0,2}^{(0)}=1, \mathrm{~T}_{4-2}=\mathrm{B}_{0,2} \text { with } \mathrm{B}_{0,4}^{(0)}=1 \text {. }
\end{aligned}
$$

It is interesting to note the symmetry of the coupling coefficients in the above table. This is apparently due to the symmetry of the equations. A comparison of the direct
truncation method with the asymptotic method of truncation shows that the convergence of the data computed from the larger coupling region function is about the same. However, a comparison of the data computed from the smaller coupling region shows that we can apparently order the methods of truncation (with the best method first) as follows: (l) hybrid, (2) asymptotic, and (3) direct. This is the same conclusion arrived at for the trifurcated waveguide.

It should be noted that the above example is. the same as the first trifurcated example treated in Chapter 3, except the waveguide has been folded about a symmetry plane. This allows us to ascertain the accuracy of the $N$-furcated results by exciting the waveguides in a symmetrical manner so as to simulate an electric symmetry wall and hence a trifurcated waveguide. Exciting the 2nd and 4 th waveguide with unit amplitude we find

$$
\begin{aligned}
& B_{0,4}=0.835 \exp \left(155^{\circ}\right)+0.099 \exp \left(-5^{\circ}\right) \\
& B_{0,4}=0.743 \exp \left(152^{\circ}\right)
\end{aligned}
$$

This is compared with the value of $0.742 \exp \left(152^{\circ}\right)$ given in Chapter 3 , which is very good indeed.

Similarly, exciting the lst and 5 th waveguides with unit amplitude we find

$$
\begin{aligned}
& B_{0,5}=0.168 \exp \left(92^{\circ}\right)+0.223 \exp \left(161^{\circ}\right) \\
& B_{0,5}=0.324 \exp \left(132^{\circ}\right)
\end{aligned}
$$

This is compared with the value $0.324 \exp \left(132^{\circ}\right)$ given in Chapter 3. Hence, three place accuracy is clearly obtained.

### 7.3 The Dielectrically Loaded N-Furcated Waveguide

Since no existing data is available for the dielectrically loaded $\mathbb{N}$-furcated waveguide, checks similar to those described for the $N$-furcated waveguide were performed.

Table 4.7.3.1 illustrates the change of the data of Table 4.7.2.1 with the inclusion of dielectric loading with the parameters: $k_{o} d=1.256, \varepsilon_{r}=10, \sigma / k_{o}=0.01$.

Table 4.7.3.1 Convergence Results for the Dielectrically Loaded N-Furcated Waveguide (Hybrid Truncation)

$$
\begin{aligned}
& { }_{*_{\mathrm{k}}} \mathrm{~b}_{1}=\mathrm{k}_{\mathrm{o}} \mathrm{~b}_{5}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{2}=\mathrm{k}_{\mathrm{o}} \mathrm{~b}_{4}=0.41417, \mathrm{k}_{\mathrm{o}} \mathrm{~b}_{3}=0.40066 \text {. } \\
& \neq \mathrm{T}_{2-4}=\mathrm{B}_{0,4} \text { with } \mathrm{B}_{0,2}^{(0)}=1, \mathrm{~T}_{4-2}=\mathrm{B}_{0,2} \text { with } \mathrm{B}_{0,4}^{(0)}=1 \text {. }
\end{aligned}
$$

As with the unloaded $N$-furcated waveguide, the results for the smaller coupling region again exhibit better convergence. In order to ascertain the accuracy of the results, we can again simulate an electric symmetry wall at $x=a / 2$ by exciting the waveguides appropriately. Exciting the 2nd and 4th waveguides with unit amplitude we have

$$
\begin{aligned}
\mathrm{B}_{0,4} & =0.863 \exp \left(158^{\circ}\right)+0.059 \exp \left(-27^{\circ}\right) \\
& =0.804 \exp \left(159^{\circ}\right)
\end{aligned}
$$

This compares with the value $0.804 \exp \left(159^{\circ}\right)$ obtained in Chapter 3. Similarly, exciting the lst and 5th waveguides with unit amplitude we have

$$
\begin{aligned}
B_{0,5} & =0.149 \exp \left(-158^{\circ}\right)+0.404 \exp \left(162^{\circ}\right) \\
& =0.527 \exp \left(173^{\circ}\right)
\end{aligned}
$$

This compares to the value $0.528 \exp \left(173^{\circ}\right)$ obtained in Chapter 3. Thus three place accuracy is again obtained.

## 1. Introduction

This chapter considers the application of the MRCT to four additional problems in order to illustrate the ease of applying the method to various kinds of problems. For example, the problem of finding the eigenvalues of a single ridged waveguide is outlined.

Another problem discussed is the scattering by a dielectric step. This problem has been solved by Royer and Mittra (1972). However, it is believed the solution outlined would be easier to derive than Royer's.

Another problem considered is the variation of the reflection coefficient of a rectangular waveguide with a change in the permittivity and conductivity of the dielectric loading. Numerical results are given.

## 2. TE Eigenvalues of Ridged Waveguide

Figure 5.2.1 illustrates a cross sectional view of a single ridged waveguide as well as the associated auxiliary problem. (The dimensions have been changed from those of Chapter 2 in order to conform with standard notation used with ridged waveguide.) The basic difference of this problem in comparison with the problems solved previously is that there are no sources. The problem is homogeneous.

Montgomery (1971) illustrates how the transverse resonance argument is applied to the ridged waveguide eigenvalue problem. In order to find the dominant $\mathrm{TE}_{10}$ mode eigenvalue, we must make the boundary condition at the symmetry wall of the magnetic type. In this formulation, we must then make the reflection coefficient at the first dielectric -l. This implies $\mu_{1} \rightarrow \infty$. For the boundaries at $x=a / 2$ and $x=s / 2$ to be electric conductors the reflection coefficients must be +1 in the limit for the auxiliary problem solution to approach the desired solutions.

The solution essentially proceeds as that of the E-plane step given in Chapter 2, except that $\mathrm{T}(\omega)$ must have two additional terms. From Chapter 2, we have

$$
\begin{equation*}
T(\omega)=H(\omega) F(\omega)\left(K_{0}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{c .}}{\omega-\gamma_{n c}}+\sum_{n=1}^{\infty} \frac{g_{n}^{b}}{\omega+\gamma_{n b}}+\sum_{n=1}^{\infty} \frac{g_{n}^{d}}{\omega-\gamma_{n d}}\right\}\right) \tag{2.1}
\end{equation*}
$$

From Chapter 2, section 3, we can easily find that for a right-angle corner,

$$
g_{n}^{c}=o\left(n^{-7 / 6}\right)
$$

in the limit as $\varepsilon_{2} \rightarrow \infty$. Since $g_{n}^{b}$ and $g_{n}^{d}$ decay exponentially we can truncate these series without any loss of generality. Hence we can write

$$
\begin{align*}
T(\omega) \simeq & H(\omega) F(\omega)\left(K_{0}-\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{N} \frac{g_{n}^{c}}{\omega-\gamma_{n c}}\right.\right. \\
& \left.\left.+\bar{g}^{c} \sum_{n=1+\mathbb{N}_{c}}^{\infty} \frac{n^{-7 / 6}}{\omega-\gamma_{n c}}+\sum_{n=1}^{\mathbb{N}} \frac{g_{n}^{b}}{\omega+\gamma_{n b}}+\sum_{n=1}^{\mathbb{N}} \frac{g_{n}^{d}}{\omega-\gamma_{n d}}\right\}\right) \tag{2.2}
\end{align*}
$$


(a) Ridged Waveguide Geometry

(b) Auxiliary Problem

Fig. 5.2.1: Ridged Waveguide

Again from Chapter 2, section 3 we find that

$$
\begin{equation*}
K_{0}-\sum_{n=1}^{N} g_{n}^{c}-\bar{g}^{c} \sum_{n=1+N}^{\infty} n^{-7 / 6}-\sum_{n=1}^{N} g_{n}^{b}-\sum_{n=1}^{N} g_{n}^{d} g^{d}=0 . \tag{2.3}
\end{equation*}
$$

In order to arrive at the additional equations, we require that the modal coefficients be consistent in the various region. From properties (i) and (ii) in section 2 Chapter 2, we have the following equations,

$$
\begin{align*}
& \operatorname{RES}\left[T,-\gamma_{n b}\right]=-B_{n}^{(o)} \frac{n \pi}{b} \sin \frac{n \pi d}{b} e^{\gamma_{n b} s / 2}  \tag{2.4a}\\
& \operatorname{RES}\left[T, \gamma_{n b}\right]=-B_{n} \frac{n \pi}{b} \sin \frac{n \pi d}{b} e^{-\gamma_{n b} s / 2} \tag{2.4b}
\end{align*}
$$

where $n=1,2,3, \cdots N_{b}$, and where $B_{n}^{(0)}$ is the coefficient of the $n$th mode incident on the junction from the region with dimension, $\mathrm{b} . \mathrm{B}_{\mathrm{n}}$ is similarly the nth modal coefficient away from the junction in the region with dimension, b. But from the boundary condition at $x=\frac{a-s}{2}$ we must have

$$
\begin{equation*}
\frac{B_{n}^{(0)}}{B_{n}}=e^{-(a-s) \gamma_{n b}} \tag{2.5}
\end{equation*}
$$

Combining (2.4) and (2.5) we have that

$$
\begin{equation*}
\operatorname{RES}\left[T,-\gamma_{n b}\right]=e^{-(a-2 s) \gamma_{n b}} \operatorname{RES}\left[T, \gamma_{n b}\right] \tag{2.6}
\end{equation*}
$$

Similarly for the region with dimension, d, we have

$$
\begin{align*}
T\left(\gamma_{n d}\right) & =(-1)^{n} \gamma_{n d} d D_{n}^{(0)} e^{-\gamma_{n d} s / 2}  \tag{2.7a}\\
T\left(-\gamma_{n d}\right) & =(-1)^{n+1} \gamma_{n d} d D_{n} e^{\gamma_{n d} s / 2} \tag{2.7b}
\end{align*}
$$

where $n=1,2, \cdots, N_{d}$. But from the magnetic symmetry condition at $x=0$ we have that

$$
\begin{equation*}
\frac{D_{n}^{(0)}}{D_{n}}=-e^{-s \gamma_{n d}} \tag{2.8}
\end{equation*}
$$

Hence, combining (2.7) and (2.8) we have that

$$
\begin{equation*}
T\left(\gamma_{n d}\right)=e^{-2 s \gamma_{n d}} T\left(-\gamma_{n d}\right) \tag{2.9}
\end{equation*}
$$

Equations (2.6) and (2.9) express the interaction of the higher order modes with the boundaries at $x=a / 2$ and $s / 2$.

$$
\begin{align*}
& T\left(\gamma_{n c}\right)=-C_{n}^{(0)} \gamma_{n c} C e^{-\gamma_{n c} s / 2}  \tag{2.10a}\\
& T\left(-\gamma_{n c}\right)=C_{n} \gamma_{n c} C e^{\gamma_{n c} s / 2} \tag{2.10b}
\end{align*}
$$

but from the boundary condition at the conductor we have

$$
\begin{equation*}
C_{n}=C_{n}^{(0)} \tag{2.11}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
T\left(\gamma_{n c}\right)=-T\left(-\gamma_{n c}\right) e^{-\gamma_{n c} s} \tag{2.12}
\end{equation*}
$$

One should note that this equation has the most pronounced effect on the solution since this equation accounts for the change in the edge condition. Equations (2.6) and (2.9) account for higher order mode interaction with the edge conductor and the ridge symmetry plane. But since these modes decay exponentially, the effect is not generally great. This can also be seen from (2.6) and (2.9). As $n \rightarrow \infty$, we have that $g_{n}^{d}, g_{n}^{b} \rightarrow 0$, exponentially. However these coefficients do become important in the calculation of higher order mode eigenvalues.

For the first few eigenvalues, generally all the higher order modes are cut off except for the TEM to $x$ mode. Hence, let us concentrate on the TEM equations.

From Chapter 2, we have

$$
\begin{align*}
B_{o} & =\frac{c}{b} C_{o}^{(0)}+\frac{d}{b} D_{o}^{(0)}  \tag{2.13a}\\
T\left(j k_{o}\right) & =2 j k_{o} c\left(B_{o}-C_{o}^{(0)}\right)  \tag{2.13b}\\
T\left(-j k_{o}\right) & =2 j k_{o} c\left(C_{o}-B_{o}^{(0)}\right)  \tag{2.13c}\\
T\left(-j k_{o}\right) & =-2 j k_{o} d\left(D_{o}-B_{o}^{(0)}\right) \tag{2.13d}
\end{align*}
$$

From these equations, we can arrive at the following equations

$$
\begin{align*}
& B_{0}=0+\frac{d}{b} D_{0}^{(0)}+\frac{c}{b} C_{0}^{(0)}  \tag{2.14a}\\
& D_{0}=B_{0}^{(0)}-\frac{c}{b} \frac{T\left(-j k_{o}\right)}{T\left(j k_{o}\right)} D_{0}^{(0)}+\frac{c}{b} \frac{T\left(-j k_{o}\right)}{T\left(j k_{o}\right)} C_{0}^{(0)}  \tag{2.14b}\\
& C_{0}=B_{0}^{(0)}+\frac{d}{b} \frac{T\left(-j k_{o}\right)}{T\left(j k_{o}\right)} D_{0}^{(0)}-\frac{d}{b} \frac{T\left(-j k_{o}\right)}{T\left(j k_{o}\right)} C_{0}^{(0)} \tag{2.14c}
\end{align*}
$$

These equations can also be written in matrix form

$$
\left(\begin{array}{c}
B_{0}  \tag{2.15}\\
D_{0} \\
C_{0}
\end{array}\right)=[Q]\left(\begin{array}{c}
B_{0}^{(0)} \\
D_{0}^{(0)} \\
C_{0}^{(0)}
\end{array}\right)
$$

However, from the boundary conditions we have

$$
\begin{align*}
& \left(\begin{array}{l}
B_{0}^{(0)} \\
D_{0}^{(0)} \\
C_{0}^{(0)}
\end{array}\right)=\left(\begin{array}{lll}
e^{-j k_{0}(a-s)} & 0 & 0 \\
0 & -e^{-j k_{0} s} & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
B_{0} \\
D_{0} \\
C_{0}
\end{array}\right) \\
& \left(\begin{array}{l}
B_{0}^{(0)} \\
D_{0}^{(0)} \\
C_{0}^{(0)}
\end{array}\right)=[W]\left(\begin{array}{l}
B_{0} \\
D_{0} \\
C_{0}
\end{array}\right) \tag{2.16}
\end{align*}
$$

Thus using (2.16) in (2.15)

$$
\{[I]-[Q][W]\}\left(\begin{array}{l}
B_{0}  \tag{2.17}\\
D_{0} \\
C_{0}
\end{array}\right)=[0]
$$

where [I] is the unit diagonal matrix. For a solution to exist, we must have

$$
\begin{equation*}
\operatorname{det}=\{[I]-[Q][W]\}=0 \tag{2.18}
\end{equation*}
$$

In essence, this is the equation for $k_{o}$. The complete solution to the problem is then found from equations (2.18), (2.12), (2.9) and (2.6). Note that all of these equations are homogenous. Hence, a solution exists only if the determinant of the associated matrix of coefficients is zero. The eigenvalues are found by finding the values of $k_{o}$ for which this is true. The associated eigenvectors (arbitrarily normalized) are found by recourse to (2.4), (2.7), (2.10) and (2.14).

This section has thus outlined the solution of an eigenvalue problem using the MRCT. This solution should prove to be beneficial when accurate higher order eigenvalues are desired. Additionally, the dominant eigenvalues can be found from the zeroes of the determinant of a small matrix because of the efficient truncation due to the use of the asymptotics of the unknowns.

## 3. Scattering by a Dielectric Step

Royer and Mittra (1972) have considered the solution of the scattering by a dielectric step using the MRCT. A MRCT solution was used because of interest in high permittivity dielectric materials. However, the method of obtaining the equations does not appear to be straight forward. It is the purpose of this section to outline how the extension of the MRCT can be applied to obtain the equation in a straight forward manner.

Figure 5.3.1 illustrates the dielectric step and the associated auxiliary problem. Note that the auxiliary problem is different from that of Royer and Mittra (1972).

With reference to the auxiliary geometry, we see that we have three distinct junctions. The first at $z=-\Delta_{1}$, is just a bifurcated waveguide. The second is the junction at $z=0$, which is just a junction between air and a dielectric filling the waveguide. The third is the junction at $z=\Delta_{2}$. This junction is just a bifurcated waveguide with slab loading. This junction can be solved in a manner similar to the way the normal bifurcated waveguide was solved in Chapter 2. The main difference is that the modal propagation constants in the partial slab loaded guide must be found numerically, wher $\epsilon$ as they are known in closed form with no dielectric loading. Hence the solution is obtained by construction two holomorphic functions. Each function will be of a doubly modified form. The four infinite sets of equations are found from the consistency of modal coefficients in the regions $0 \leq x \leq b$ and $\mathrm{b} \leq \mathrm{x} \leq \mathrm{a}$ where $-\Delta_{1} \leq \mathrm{z} \leq \Delta_{2}$. The asymptotic behavior of the perturbation coefficients must be such that when $\Delta_{1}, \Delta_{2} \rightarrow 0$ that the edge condition at the dielectric is satisfied. Royer and Mittra solved the case of TE incidence and thus the edge condition is

$$
\left.\begin{array}{l}
\mathrm{E}_{\mathrm{y}}=0\left(\rho^{\Delta}\right) \\
\mathrm{H}_{\mathrm{x}}=0\left(\rho^{\Delta-1}\right) \\
H_{z}=0\left(\rho^{\Delta-1}\right)
\end{array}\right\} \rho \rightarrow 0
$$

where

$$
\Delta=\frac{2}{\pi} \cos ^{-1}\left(\frac{1}{2}\left(\frac{\varepsilon-1}{\varepsilon+1}\right)\right)
$$

where $\rho$ is the radial distance from the dielectric edge.

## 4. Dielectric Loaded N-Furcated Waveguide

This section serves as a forum to present some numerical data for the problem already considered in Chapter 4, section 5. In particular, we consider the case of $N=5$, the junction being symmetrical about the center. This particular solution can be considered as an approximation of the coupling of two waveguides above a homogeneous earth. However, as shown in part 2 of this monograph this is not generally very accurate. If, however, a sample can be obtained and placed in a waveguide, this analysis applies provided one replaces the free space wavelength by the guide wavelength.

(a) Dielectric Step Geometry

(b) Auxiliary Geometry

Fig. 5.3.1: The Dielectric Step

From this discussion, it is logical to compute argand diagrams for the reflection and transmission coefficients as a function of the earth's parameters. Figure 5.4.l illustrates the change of the coupling coefficient, i.e., $T_{2-4}$ in magnitude ( dB ) and phase versus the parameters $\varepsilon_{r}$ and $\sigma$. Note that the data is normalized to the case of no dielectric (a subscript w indicates the dielectric is present, a subscript w/o indicates the dielectric is not present). The resolution for nominal measurement accuracies is quite acceptable. The resolution for nominal measurement accuracies is quite acceptable. The resolution is better for the lower permittivity and conductivity cases. However, since there is a larger range in the magnitude than phase, the vertical resolution will not be as great as the horizontal resolution of the figure. Note that the constant $\varepsilon_{r}$ curves tend to be vertical lines for the lower conductivities and hence the main resolution is in $\varepsilon_{r}$. This can be somewhat remedied by considering the reflection coefficient argand diagram for figure 5.4.2. Notice that the range of the phase is about a third of that of figure 5.4.1. However, the range of the magnitude change is greater. These diagrams can be used simultaneously to obtain increased accuracy. One interesting combination of figures 5.4.l and 5.4 .2 is shown in figure 5.4.3. This argand diagram uses only the amplitude data of the transmission and reflection coefficients. No phase data is used. For nominal accuracies of the amplitudes the resolution is again acceptable and no phase data is required. However, use of phase data will in general allow increased resolution.

This data tends to indicate that remote sensing of the earth with waveguide horns is reasonable at frequencies where the horns are not excessively large.

The data presented has been for dimensions rather small compared to a wavelength. This is due to the limitation of the closed region analysis. A broader range of dimensions is more feasible for the associated open region problem. This is the subject of part 2 of this monograph.

## CHAPTER 6. CONCLUSIONS (PART I)

This part of the monograph has presented the MRCT solution of a new class of closed region problems. The approach has been to solve a canonical problem of a bifurcated waveguide with known incident fields. The solution of a composite problem is readily found from an associated auxiliary problem.

The particular class of problems solved are problems associated. with the N-furcated waveguide junction. The convergence of the $M R C T$ solutions is rapid requiring only a few perturbation terms for any particular meromorphic function constructed.

Data computed using the closed region analysis tends to indicate the usefulness of waveguide horns in remote sensing of the parameters of a homogeneous earth.

It should be noted that the approach used in this report is straight forward to apply to most problems which can be solved using the GSMT. The advantage of the MRCT is that the edge condition of a particular problem can be either changed or edge conditions added explicitly. This enhances the convergence of the solution over the GSMT.


Fig. 5.4.1: Variation of the Coupling Coefficient of Two Parallel Plate Waveguides with the Earth's Parameters $\left(k_{0} b_{1}=k_{0} b_{5}=1.0708\right.$, $\left.k_{o} b_{2}=k_{o} b_{4}=0.4, k_{o} b_{3}=0.2, k_{o} d=0.31416\right)$.
$(\text { VSWR dB })_{w / 0}-(\text { VSWR dB })_{w}$


Fig. 5.4.2: Variation of the Reflection Coefficient of Two Parallel Plate Waveguides with the Earth's Parameters $\left(k_{0} b_{1}=k_{0} b_{5}=\right.$ $1.0708, \mathrm{k}_{0} \mathrm{~b}_{2}=\mathrm{k}_{0} \mathrm{~b}_{4}=0.4, \mathrm{k}_{0} \mathrm{~b}_{3}=0.2$, $k_{o}{ }^{d=0.31416)}$.


Fig. 5.4.3: The Combined Argand Diagram $\left(k_{0} b_{1}=k_{0} b_{5}=\right.$ $1.0708, k_{o} b_{2}=k_{o} b_{4}=0.4, k_{o} b_{3}=0.2, k_{o} d=$ $0.31416)$.

## SOLUTION OF OPEN REGION PROBLEMS

## CHAPTER 7. INTRODUCTION

This part of the monograph is concerned with the analysis of open region waveguide problems. Up until now, we have confined our discussion to closed region problems. This allowed testing of the techniques expected to be employed on open region problems as well as solving some interesting closed region problems. The basic analysis was simpler since branch points were not encountered. In addition to strictly open region problems, we shall discuss composite problems containing both open and closed region parts.

Historically, semi-infinite waveguide problems like those to be discussed have been solved using the Wiener-Hopf technique or modifications of the Wiener-Hopf technique (Mittra and Lee, 1971). However, we have chosen to exploit the techniques developed in the first part and extend the MRCT to the open region case. Actually, one still has to solve the same equations; however, it is believed that the solution is more straightforward using the modified function theoretic technique (MFTT). The first use of this method was reported by Kostenicek and Mittra (1971). They solved the problem of radiation of a parallel-plate waveguide into a dielectric slab. It is interesting to note that in Kostelnicek's original technical report (Kostelnicek and Mittra, 1969) that the solution of this problem was obtained by limiting arguments applied to the associated closed region problem which was solved using the MRCT.

In what follows we shall complete the derivation of the technique suggested by Kostelnicek and Mittra (1971) and bring it full circle by uniting it with the MRCT. In this process, the open region analogue of the GSMT is in essence used. However, all edge conditions are satisfied explicitly in order to enhance the convergence of the solution over that which would normally be obtained.

The vehicle which allows one to solve a certain class of modified open region problems is the canonical problem of a semi-infinite parallel plate waveguide. An infinite number of known discrete modes are assumed to be incident from the interior of the waveguide, as well as assuming fields with known arbitrary spectra incident on the waveguide junction from the exterior. This solution (given in Chapter 8) is just the superposition of solutions which are given in many texts (for example: Mittra and Lee, 1971). However, the combined solution has never been given and is important in the solution of modified semi-infinite problems.

The problem of radiation from a flanged waveguide is given as a first example of the technique in Chapter 8. This particular problem was solved using the MFTT by Itoh and Mittra (1971). However, the techniques of this monograph allow a simpler derivation of the solution.

In Chapter 9, the MFTP is applied to the problem of radiation of a semi-infinite parallel plate waveguide into a homogeneous half space. This problem is in many respects similar to the problem solved by Kostelnicek and Mittra (1971); however, there are important differences. First, the problem of singularities is extensively studied and efficient numerical schemes to
solve the integral equation are derived. Kostelnicek used the most basic form of point matching and subsequently had to invert a much larger matrix than necessary. Secondly, the problem of radiation into a half space is interesting in itself because of the physical results. Thirdly, Kostelnicek used an incorrect form for his infinite products and hence apparently did not satisfy the edge condition (Montgomery, 1973).

The problem of a finite phased array is solved in Chapter lo. The importance of this solution is that it is not necessary to assume the array is flushed-mounted to an infinite ground plane in order to obtain a solution. Also it is interesting to note that the solution only involves the solution of simultaneous linear equations as opposed to an integral equation. This particular solution is extremely important to the array designer because it corresponds more closely to actual practice than the assumption of an infinite ground plane. It is also possible to solve the problem of a finite array with a finite ground plane; however, the solution will not be given. Comparison with the results obtained by Lee (1967) for the case of a finite array with an infinite ground plane yields some interesting results.

Chapter 11 combines the results of Chapters 9 and 10 to give the solution of a finite array of waveguides radiating into a homogeneous half space (in this case considered to be a model of the earth's surface). Argand diagrams for the variation of the reflection coefficient and coupling coefficient of a two element array as a function of the earth's permittivity and conductivity are given.

Chapter 12 outlines the solution of several other open region problems. Among these problems is the radiation of a flanged waveguide into a half space. It is interesting to note that Kostelnicek and Mittra (1971) indicated that such a solution was not possible using the MFTT, indicating that a complete understanding of the method did not exist at that time.

CHAPTER 8. FOUNDATION OF THE MODIFIED FUNCTION THEORETIC TECHNIQUE

## 1. Introduction

It is the purpose of this chapter to show that the modified function theoretic techniques can be approached in a direct manner by considering the canonical problem of a semi-infinite parallel plate waveguide with an infinite number of waveguide modes incident from the exterior. The general solution is obtained from a non-homogeneous Hilbert problem and can be written in a manner similar to the perturbation expansion discussed in Chapter 1. In order to illustrate the method, the solution of a flanged parallel plate waveguide radiating into free space is given.

## 2. The Canonical Problem

### 2.1 Introduction

Because of their importance, we will consider two canonical problems: (l) a semiinfinite parallel plate waveguide with an electric symmetry boundary (ref. Figure 8.2.1),


Fig. 8.2.1: Parallel Plate Waveguide


Fig. 8.2.2: Parallel Plate Waveguide
and (2) a semi-infinite parallel plate waveguide with a magnetic symmetry wall (ref. Figure 8.2.2). Both of these problems have been solved for the case of a single incident waveguide mode or plane wave incidence from the exterior. The solution to be given here represents a general superposition of these solutions. The form of the solution is of particular advantage when solving composite problems.

### 2.2 The Electric Wall Case

Let us consider the TM solution of the geometry shown in Figure 8.2.1. The TE solution follows in a similar manner and will not be given.

The TM fields are derivable from $\phi=H_{y}$ and the fields in each region are given by

$$
\begin{array}{ll}
\phi_{B}=\sum_{n=0}^{\infty}\left(B_{n}^{(o)} e^{-\gamma_{n b^{z}}}+B_{n} e^{\gamma_{n b}}\right) \cos \frac{n \pi x}{b} & z \leq 0 ; 0 \leq x \leq b \\
\phi_{C}=\int_{0}^{\infty}\left(C^{o}(\lambda) e^{-\gamma z}+C(\lambda) e^{\gamma z}\right) \cos \lambda(x-b) d \lambda & z \leq z_{o}, x \geq b \\
\phi_{A}=\int_{0}^{\infty}\left(A^{o}(\lambda) e^{\gamma z}+A(\lambda) e^{-\gamma z}\right) \cos \lambda x d \lambda & z \geq z_{0}, x \geq 0 \tag{2.2.3}
\end{array}
$$

where the superscript (o) indicates an incident field and

$$
\gamma_{\mathrm{nb}}=\sqrt{(\mathrm{n} \pi / \mathrm{b})^{2}-\mathrm{k}_{\mathrm{o}}^{2}}
$$

and

$$
\gamma=\sqrt{\lambda^{2}-\mathrm{k}_{0}^{2}}
$$

A time convention of $e^{j \omega t}$ has been assumed and suppressed.
The branch of $\gamma$ is chosen as shown in Figure 8.2 .3 so that $\operatorname{Re}(\gamma)>0$. The inverse function $\lambda=\sqrt{\gamma^{2}+k_{o}^{2}}$ corresponding to the upper half of the $\lambda$-plane is defined as shown in Figure 8.2.4.

Matching the tangential fields at $z=z_{o}$ we can arrive at the equations

$$
\begin{align*}
& \int_{0}^{\infty}\left(A^{0}(\lambda) e^{\gamma z} \circ+A(\lambda) e^{-\gamma z} o\right) \cos \lambda x d \lambda=  \tag{2.2.4}\\
& \left\{\begin{array}{l}
0 \\
\int_{0}^{\infty}\left(C^{\circ}(\lambda) e^{-\gamma z} \circ+C(\lambda) e^{\gamma z} \circ\right) \cos \lambda(x-b) d \lambda ; x \geq b, \\
\sum_{n=0}^{\infty}\left(B_{n}^{(o)} e^{-\gamma n b^{z} o}+B_{n} e^{\gamma b^{z}}\right) \cos \frac{n \pi x}{b} ; 0 \leq x \leq b .
\end{array}\right.
\end{align*}
$$



Fig. 8.2.3: Branch Cut Selection of $\gamma=\sqrt{\lambda^{2}-k_{o}^{2}}$


Fig. 8.2.4: Branch Cut Selection of $\lambda=\sqrt{\gamma^{2}+k_{o}{ }^{2}}$
and

$$
\begin{align*}
& \int_{0}^{\infty}\left(A^{0}(\lambda) e^{\gamma z_{o}}-A(\lambda) e^{-\gamma z_{0}}\right) \gamma \cos \lambda x d \lambda= \\
& \left\{\begin{array}{l}
-\int_{0}^{\infty}\left(C^{\circ}(\lambda) e^{-\gamma z_{0}}-C(\lambda) e^{\gamma z} 0\right) \gamma \cos \lambda(x-b) d \lambda ; x \geq b, \\
-\sum_{n=0}^{\infty} \gamma_{n b}\left(B_{n}^{(0)} e^{-\gamma_{n b} z_{0}}-B_{n} e^{\gamma_{n b} z_{0}}\right) \cos \frac{n \pi x}{b} ; 0 \leq x \leq b .
\end{array}\right. \tag{2.2.5}
\end{align*}
$$

We may use the orthogonality of $\cos n \pi x / b$ and eliminate coefficients to find the following two equations in $B_{m}, B_{m}^{(0)}, A(\lambda), A^{\circ}(\lambda)$.

$$
\begin{align*}
& \gamma_{m b} b \varepsilon_{m} B_{m} e^{\gamma_{m b} z_{o}}=(-1)^{m+1} \int_{0}^{\infty} \frac{A^{\circ}(\lambda) \lambda \sin \lambda b e^{\gamma z_{o}} d \lambda}{\gamma_{m b}-\gamma} \\
&+(-1)^{m+1} \int_{0}^{\infty} \frac{A(\lambda) \lambda \sin \lambda b e^{-\gamma z} \circ d \lambda}{\gamma_{m b}+\gamma}  \tag{2.2.6}\\
& \gamma_{m b} b \varepsilon_{m} B_{m}^{(o)} e^{-\gamma_{m b} z_{o}}=(-1)^{m+1} \int_{0}^{\infty} \frac{A^{\circ}(\lambda) \lambda \sin \lambda b e^{\gamma z_{o}} d \lambda}{\gamma_{m b}+\gamma} \\
&+(-1)^{m+1} \int_{0}^{\infty} \frac{A(\lambda) \lambda \sin \lambda b e^{-\gamma z_{o}} d \lambda}{\gamma_{m b}-\gamma} \tag{2.2.7}
\end{align*}
$$

where

$$
\varepsilon_{m}=\left\{\begin{array}{l}
2, m=0 \\
1, m \geq 1
\end{array}\right.
$$

and $m=0,1,2, \ldots$. It should be noted that the integrals are not Cauchy principal values since the apparent pole is actually a removable singularity.

The equations involving $C(\lambda), C^{\circ}(\lambda), A(\lambda)$, and $A^{\circ}(\lambda)$ are more difficult to obtain because of singularities.

Consider multiplying (2.2.4) and (2.2.5) by $\cos \alpha(x-b)$ and integrating $x$ from $b$ to $\infty$. From the orthogonality of the eigenfunctions in region $c$ we have

$$
\begin{equation*}
\int_{b}^{\infty} \cos \alpha(x-b) \cos \lambda(x-b) d x=\frac{\pi}{2} \delta(\lambda-\alpha) \tag{2.2.8}
\end{equation*}
$$

Using Gel'fand and Shilov (1964), we can also find

$$
\begin{equation*}
\int_{b}^{\infty} \cos \alpha(x-b) \cos \lambda x d x=\frac{\pi}{2} \cos \lambda b \delta(\lambda-\alpha)-\frac{\lambda \sin \lambda b}{\lambda^{2}-\alpha^{2}} \tag{2.2.9}
\end{equation*}
$$

In both (2.2.8) and (2.2.9), $\delta(\cdot)$ is the Dirac delta function. Using these results we may find

$$
\begin{gather*}
\pi C(\alpha) \Gamma e^{\Gamma z_{o}}=\pi \Gamma \cos \alpha b A^{\circ}(\alpha) e^{\Gamma z_{o}} \\
-\operatorname{PV} \int_{0}^{\infty} \frac{A^{O}(\lambda) \lambda \sin \lambda b e^{\gamma Z_{o}} d \lambda}{\gamma-\Gamma}+\int_{0}^{\infty} \frac{A(\lambda) \lambda \sin \lambda b e^{-\gamma z_{o}} d \lambda}{\gamma+\Gamma} \tag{2.2.10}
\end{gather*}
$$

and

$$
\begin{gather*}
\pi C^{\circ}(\alpha) \Gamma e^{-\Gamma z o}=\pi \Gamma \cos \alpha b A(\alpha) e^{-\Gamma z_{o}} \\
+\int_{0}^{\infty} \frac{A^{\circ}(\lambda) \lambda \sin \lambda b e^{\gamma z_{o}} d \lambda}{\gamma+\Gamma}-P V \int_{0}^{\infty} \frac{A(\lambda) \lambda \sin \lambda b e^{-\gamma z} \circ d \lambda}{\gamma-\Gamma} \tag{2.2.11}
\end{gather*}
$$

where

$$
\Gamma=\sqrt{\alpha^{2}-k_{0}^{2}}
$$

Again, $-\pi / 2 \leq \arg (\Gamma) \leq \pi / 2$. Note that the Cauchy principal value is used in (2.2.10) and (2.2.11). This interpretation of the meaning of the integrals may be found by considering the transform pair

$$
\begin{align*}
& F(\alpha)=\int_{b}^{\infty} \cos \alpha(x-b) f(x) d x  \tag{2.2.12a}\\
& f(x)=\frac{2}{\pi} \int_{0}^{\infty} \cos \alpha(x-b) F(\alpha) d \alpha \tag{2.2.12b}
\end{align*}
$$

We may consider that $f(x)$ is our original equation, either (2.2.4) or (2.2.5). Then the integrations involved in (2.2.10) and (2.2.11) must be interpreted in a manner such that (2.2.12b) will yield the original result. In doing this we use the following integral (Erdelyi; 1954)

$$
\operatorname{PV} \int_{0}^{\infty} \frac{\cos \lambda(x-b) d \lambda}{\alpha^{2}-\lambda^{2}}=\frac{\pi}{2 \alpha} \sin \alpha(x-b)
$$

Equations (2.2.7) and (2.2.11) relate the incident fields and the unknown spectrum $A(\lambda)$. Equations (2.2.6) and (2.2.10) relate $B_{n}$ and $C(\lambda)$ in terms of $A(\lambda)$.

The solution of these equations is found in a manner similar to Itoh and Mittra (1971).
Consider a function $T(1)$ with branch cuts $L_{1}$ and $L_{2}$ as shown in Figure 8.2.5. Then consider the integrals

$$
\frac{(-I)^{m+l}}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega-\gamma_{m b}}, \quad \frac{I}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega-\Gamma}
$$

where $m=0,1,2, \ldots$; and $\Sigma$ is the contour shown in Figure 8.2.5. Then

$$
\begin{align*}
\frac{(-1)^{m+1}}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega-\gamma_{m b}} & =\frac{(-1)^{m+1}}{2 \pi j} \int_{0}^{\infty} \frac{T^{-}(\omega)-T^{+}(\omega)}{\omega-\gamma_{m b}} \frac{\lambda d \lambda}{\omega} \\
& +\frac{(-1)^{m+1}}{2 \pi j} \int_{0}^{\infty} \frac{T^{+}(-\omega)-T^{-}(-\omega)}{\omega+\gamma_{m b}} \frac{\lambda d \lambda}{\omega} \\
& -(-1)^{m+l} T\left(\gamma_{m b}\right)=0 \tag{2.2.13}
\end{align*}
$$

where we have used $T^{-}\left(\gamma_{m b}\right)=T^{+}\left(\gamma_{m b}\right)=T\left(\gamma_{m b}\right)$ in order to insure that we don't have principal value integrals. Also we have transformed variables from $\omega$ to $\lambda$ via $\lambda d \lambda=\omega d \omega$, i.e., $\lambda=\sqrt{\omega^{2}+k_{0}^{2}}$. We note that on $L_{1}$ and $L_{2}$ the value of $\lambda$ is chosen as a positive and real number according to the path of integration given in (2.2.13).

Similarly

$$
\begin{align*}
\frac{1}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega-\Gamma} & =\frac{P V}{2 \pi j} \int_{0}^{\infty} \frac{T^{-}(\omega)-T^{+}(\omega)}{\omega-\Gamma} \frac{\lambda d \lambda}{\omega} \\
& +\frac{I}{2 \pi j} \int_{0}^{\infty} \frac{T^{+}(-\omega)-T^{-}(-\omega)}{\omega+\Gamma} \frac{\lambda d \lambda}{\omega} \\
& -\frac{1}{2}\left[T^{+}(\Gamma)+T^{-}(\Gamma)\right]=0 \tag{2.2.14}
\end{align*}
$$

Comparing (2.2.13) and (2.2.14) with (2.2.7) and (2.2.11) we find

$$
\begin{equation*}
(-I)^{\mathrm{m}+1} \mathrm{~T}\left(\gamma_{\mathrm{mb}}\right)=\gamma_{\mathrm{mb}} \mathrm{~b} \varepsilon_{m} B_{m}^{(0)} \mathrm{e}^{-\gamma_{\mathrm{mb}} \mathrm{z}^{2}}, \mathrm{~m}=0,1,2, \ldots \tag{i}
\end{equation*}
$$

$T^{+}(-\omega)-T^{-}(-\omega)=2 \pi j \omega \sin \lambda b A^{\circ}(\lambda) e^{\omega z} \circ, \omega \varepsilon L_{1}$
$T^{-}(\omega)-T^{+}(\omega)=-2 \pi j \omega \sin \lambda b A(\lambda) e^{-\omega Z} \circ, \omega \in L_{1}$
(iv) $\quad T^{+}(\omega)+T^{-}(\omega)=-2 \pi \omega \cos \lambda b A(\lambda) e^{-\omega Z} \circ$

$$
+2 \pi \omega C^{0}(\lambda) e^{-\omega z} \circ, \quad \omega \varepsilon L_{1}
$$

We can also consider the integrals

$$
\frac{(-1)^{m+1}}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega+\gamma_{m b}}, \frac{I}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega+\Gamma}
$$

Using the above properties and comparing the results obtained from these integrals we find upon comparing with (2.2.6) and (2.2.10) the following properties


Fig. 8.2.5: The Integration Contour, $\Sigma$
(v)

$$
(-1)^{\mathrm{m}+l_{\mathrm{T}}\left(-\gamma_{\mathrm{mb}}\right)}=-\gamma_{\mathrm{mb}} \mathrm{~b} \varepsilon_{\mathrm{m}} \mathrm{~B}_{\mathrm{m}} \mathrm{e}^{\gamma_{\mathrm{mb}} \mathrm{o}_{\mathrm{o}}}, \mathrm{~m}=0,1,2, \ldots
$$

(vi)

$$
T^{+}(-\omega)+T^{-}(-\omega)=2 \pi \omega \cos \lambda b A^{\circ}(\lambda) e^{\omega Z} \circ-2 \pi \omega C(\lambda) e^{\omega Z} \circ, \omega \in L_{1}
$$

Applying the edge condition (Mittra and Lee, 1971) we can easily show that

$$
B_{m}(-1)^{m}=0\left(m^{-3 / 2}\right), m \rightarrow \infty
$$

Hence from (v) it follows that

$$
\begin{equation*}
T(\omega)=0\left(\omega^{-1 / 2}\right),|\omega| \rightarrow \infty \tag{vii}
\end{equation*}
$$

The original problem of solving the integral equation is now reduced to that of constructing a function $T(\omega)$ satisfying the properties given above.

Using (iv) and (iii) we can easily find that

$$
\begin{equation*}
T^{-}(\omega)=T^{+}(\omega) e^{j 2 \lambda b}-2 \pi j \omega \sin \lambda b e^{j \lambda b} e^{-\omega z} \circ C^{\circ}(\lambda), \quad \omega \varepsilon L_{l} \tag{2.2.15}
\end{equation*}
$$

This relates the discontinuity across $L_{1}$ to just the known incident field. We may then combine (2.2.15) and (ii) to give

$$
\begin{equation*}
T^{-}(\omega)=T^{+}(\omega) G(\omega)+g(\omega) \tag{2.2.16}
\end{equation*}
$$

where

$$
\begin{aligned}
& G(\omega)= \begin{cases}e^{j 2 \lambda b}, & \omega \varepsilon L_{1} \\
1, & \omega \varepsilon L_{2}\end{cases} \\
& g(\omega)= \begin{cases}-2 \pi j \omega \sin \lambda b e^{j \lambda b} e^{-\omega z} \circ \\
C^{\circ}(\lambda), & \omega \varepsilon L_{l} \\
+2 \pi j \omega \sin \lambda b e^{\omega Z} \circ A^{\circ}(\lambda), & \omega \varepsilon L_{2}\end{cases}
\end{aligned}
$$

where we recall $\lambda=\left(\omega^{2}+\mathrm{k}^{2}\right)^{\frac{1}{2}}$ has to take a positive value on $\mathrm{L}_{1}$ and $\mathrm{L}_{2}$ according to the integrals defined in (2.2.13) and (2.2.14). Equation (2.2.16) is a non-homogeneous Hilbert problem whose solution may be found using the theory of singular integral equations (Muskhelishveli, 1953). The solution is facilitated by first considering the associated homogeneous problem

$$
\begin{equation*}
x^{-}(\omega)=X^{+}(\omega) e^{j 2 \lambda b}, \quad \omega \in L_{1}^{-} ; \quad X^{-}(\omega)=X^{+}(\omega), \quad \omega \varepsilon L_{2} \tag{2.2.17}
\end{equation*}
$$

in the absence of any incident field, i.e., $A^{(0)}(\lambda)=C^{(0)}(\lambda)=B_{m}^{(0)} \equiv 0$. The solution of (2.2.17) is found from a direct application of the Plemelj formulas (Muskhelishveli, 1953).

$$
\begin{equation*}
\frac{\ln X(\omega)}{\omega^{2}+k_{0}^{2}}=\frac{b}{\pi} \int_{L_{1}} \frac{d t}{\sqrt{t^{2}+k_{o}^{2}}(t-\omega)} \tag{2.2.18}
\end{equation*}
$$

Here, the sign $L_{1}^{-}$denotes the integration path from $j k{ }_{o}$ to $\infty$ along the ( - ) side of $L_{1}$. The details of this integration may be found in Appendix $G$ with the result being

$$
\frac{\ln X(\omega)}{\omega^{2}+k_{0}^{2}}=\frac{b}{\pi} \frac{1}{\sqrt{\omega^{2}+k_{o}^{2}}} \operatorname{Ln}\left(\frac{\omega-\sqrt{\omega^{2}+k_{0}^{2}}}{-j k_{0}}\right)
$$

hence

$$
\begin{equation*}
X(\omega)=H(\omega) \exp \left(\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi} \operatorname{Ln}\left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right]\right) \tag{2.2.19}
\end{equation*}
$$

where $H(\omega)$ is an unknown entire function found from (i) with $B_{m}^{(0)} \equiv 0$. Note that $X(\omega)$ has only a branch cut singularity. Hence

$$
H(\omega)=H_{l}(\omega) \Pi\left(\omega, \gamma_{b}\right)\left(\omega-j k_{o}\right)
$$

where $H_{l}(\omega)$ is an entire function which can be found from condition (vii). Before proceeding with the solution it is worth discussing the meaning of the multivalued function

$$
\sqrt{\omega^{2}+k_{o}^{2}} \operatorname{Ln}\left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right)
$$

appearing in (2.2.19) (Abramowitz and Stegun, p. 67, 1965). This function must be interpreted so that it only has a branch cut $L_{l}$ with a discontinuity as given by (2.2.17) as well as being continuous across $L_{2}$.

Consider the phase of the argument of the log as we traverse $L_{1}$ and $L_{2}$ as shown in Figure 8.2.6. Figure 8.2.7 illustrates the associated variation of the phase of argument of the logarithm.

Recalling the definition of the branch cut of $\left(\omega^{2}+k_{o}^{2}\right)^{\frac{1}{2}}$ given in Figure 8.2.4, we can write the following explicit forms for $X(\omega)$ on the top and bottom of $L_{1}$ and $L_{2}$. For $\omega \in L_{1}$,

$$
\begin{align*}
& X^{-}(\omega)=H(\omega) \exp \left\{\frac{b}{\pi}\left|\sqrt{\omega^{2}+k_{o}^{2}}\right|\left(\ln \left|\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right|+j \phi_{c}\right)\right\} \\
& X^{+}(\omega)=H(\omega) \exp \left\{\frac{-b}{\pi}\left|\sqrt{\omega^{2}+k_{o}^{2}}\right|\left\{\ln \left|\frac{\omega+\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right|+j \phi_{a}\right)\right\} \tag{2.2.20}
\end{align*}
$$

where


$$
\begin{align*}
& \phi_{c}=\arg \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right) \text { along } L_{1}^{-} \text {and } \\
& \phi_{a}=\arg \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{-j k_{o}}\right) \text { along } L_{1}^{+} \tag{2.2.21}
\end{align*}
$$

Hence

$$
\begin{equation*}
\frac{x^{-}(\omega)}{X^{+}(\omega)} \exp \left(j \frac{b}{\pi}\left|\sqrt{\omega^{2}+\mathrm{K}_{o}^{2}}\right| \quad\left(\phi_{c}+\phi_{a}\right)\right) \quad, \quad \omega \in L_{1} \tag{2.2.22}
\end{equation*}
$$

Similarly, for $\omega \in L_{2}$

$$
\begin{align*}
& X^{-}(\omega)=H(\omega) \exp \left\{\frac{-b}{\pi}\left|\sqrt{\omega^{2}+k_{o}^{2}}\right|\left[\ln \left|\frac{\omega+\sqrt{\omega^{2}+k_{o}^{2}}}{j k_{o}}\right|+j \phi_{a}^{\prime}\right)\right\} \\
& X^{+}(\omega)=H(\omega) \exp \left\{\frac{b}{\pi}\left|\sqrt{\omega^{2}+k_{o}^{2}}\right|\left\{\ln \left|\frac{\omega+\sqrt{\omega^{2}+k_{o}^{2}}}{j k_{o}}\right|+j \phi_{c}^{\prime}\right)\right\} \tag{2.2.23}
\end{align*}
$$

where $\phi_{a}^{\prime}$ and $\phi_{c}^{\prime}$ are defined similar to $\phi_{a}$ and $\phi_{c}$. Thus

$$
\begin{equation*}
\frac{X^{-}(\omega)}{X^{+}(\omega)}=\exp \left(\frac{-j b}{\pi}\left|\sqrt{\omega^{2}+k_{o}^{2}}\right| \quad\left(\phi_{a}^{\prime}+\phi_{c}^{\prime}\right)\right) \quad, \quad \omega \in L_{2} \tag{2.2.24}
\end{equation*}
$$

Clearly then we must have

$$
\phi_{c}+\phi_{a}=2 \pi
$$

and

$$
\phi_{a}^{\prime}+\phi_{c}^{\prime}=0
$$

for (2.2.17) to hold. Hence we must have

$$
\phi_{a}=\frac{\pi}{2}, \quad \phi_{c}=\frac{3 \pi}{2}
$$

and

$$
\phi_{a}^{\prime}=\frac{\pi}{2}, \quad \phi_{c}^{\prime}=\frac{-\pi}{2}
$$

Thus in order for $X(\omega)$ to be the solution to (2.2.17) we must choose a branch cut along the negative imaginary axis with the argument of the logarithm taking on either $3 \pi / 2$ or $-\pi / 2$ along the cut depending on the direction of approach.

We can now rewrite (2.2.16) using (2.2.17) as follows

$$
\begin{equation*}
\frac{T^{-}(\omega)}{X^{-}(\omega)}=\frac{T^{+}(\omega)}{X^{+}(\omega)}+\frac{g(\omega)}{X^{-}(\omega)} \tag{2.2.25}
\end{equation*}
$$

This can be solved using the Plemelj formulas

$$
\begin{equation*}
T(\omega)=X(\omega)\left\{P(\omega)+\int_{L_{1}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}} \frac{g^{(2)}(t) d t}{X^{-}(t)(t-\omega)}\right\} \tag{2.2.26}
\end{equation*}
$$

where $L_{1}^{-}$and $L_{2}^{+}$are defined in Figure 8.2.5, and

$$
\begin{align*}
& g^{(1)}(\omega)=-\omega \sin \lambda b e^{j \lambda b} e^{-\omega z} \circ C^{o}(\lambda) \\
& g^{(2)}(\omega)=\omega \sin \lambda b e^{-\omega z} \circ A^{\circ}(\lambda) \tag{2.2.27}
\end{align*}
$$

where $P(\omega)$ is to be found. Using condition (i)

$$
\begin{align*}
T\left(\gamma_{m b}\right) & =(-l)^{m+l} \gamma_{m b} b \varepsilon_{m} B_{m}^{(o)} e^{-\gamma_{m b}^{z} o} \\
& =X\left(\gamma_{m b}\right) P\left(\gamma_{m b}\right) \tag{2.2.28}
\end{align*}
$$

Clearly then $P(\omega)$ is just a perturbation sum of the form

$$
P(\omega)=\frac{K_{0}}{\omega-j k_{0}}+\sum_{n=1}^{\infty} \frac{g_{n}}{\omega-\gamma_{n b}}
$$

where $K_{o}$ and $g_{n}$ can be related to $B_{m}^{(0)}$ using (2.2.28). Hence

$$
\begin{align*}
& T(\omega)=H_{l}(\omega) \pi\left(\omega, \gamma_{b}\right) \exp \left\{\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi}\left(\ln \left[\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right]\right\} . \\
& \left\{K_{o}+\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{E_{n}}{\omega-\gamma_{n b}}+\int_{L_{l}^{-}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right\}\right) \tag{2.2.29}
\end{align*}
$$

where we have used the fact that on $L_{2}$ we have $X^{+}(\omega)=X^{-}(\omega)=X(\omega)$. We note that the term $(-j)$ in (2.2.19) for the expression of $X(\omega)$ has been removed from the logarithmic sign in (12.2.29). Consequently, the log function now takes a principle value between $-\rho$ and $\rho$. It is seen that the singularities of the integrands are of two types: a simple pole at $\omega=t$ and a branch cut in $X(t)$ along $L_{1}$. This will be important in later chapters when choosing an efficient numerical scheme.

From condition (vii) we can easily find

$$
H_{l}(\omega)=\exp \left\{\frac{\omega b}{\pi}\left(1-C e^{-\ln }\left(\frac{k_{o}^{b}}{2 \pi}\right)\right)-\frac{j \omega b}{2}\right\}
$$

where $C_{e}=0.577216 \ldots$ is Euler's constant.

Equation (2.2.29) is very reminiscent to the perturbation expansion used in connection with modification of the bifurcated waveguide. There are two primary differences: (l) the homogeneous solution has changed form to reflect the removal of a conductor to infinity, and (2) the summations associated with the regions which become infinite become integrals. Equation (2.2.29) represents the complete general solution of a semi-infinite parallel plate waveguide.

### 2.3 The Magnetic Wall Case

Let us now consider the TM solution of the geometry shown in Figure 8.2.2. Since many of the details are similar to that of the dielectric wall case, only the distinctive results will be presented.

The TM fields are derivable from $\phi=H_{y}$ and the fields in each region are given by

$$
\begin{align*}
& \phi_{B}=\sum_{n=1}^{\infty}\left(B_{n}^{(o)} e^{-\gamma 2 n-1,2 b^{z}}+B_{n} e^{\gamma 2 n-1,2 b^{z}}\right) \sin k_{n b} x \quad z \leq z_{0}, 0 \leq x \leq b  \tag{2.3.1}\\
& \phi_{C}=\int_{0}^{\infty}\left(C^{\circ}(\lambda) e^{-\gamma z}+C(\lambda) e^{\gamma z}\right) \cos \lambda(x-b) d \lambda \quad z \leq z_{0}, x \geq b  \tag{2.3.2}\\
& \phi_{A}=\int_{0}^{\infty}\left(A^{\circ}(\lambda) e^{\gamma z}+A(\lambda) e^{-\gamma z}\right) \sin \lambda x d \lambda,
\end{align*}
$$

where

$$
k_{n b}=\frac{(2 n-1) \pi}{2 b}
$$

In a manner similar to the electric wall case we can find the following integral equations:

$$
\begin{align*}
& \text { b } \gamma_{2 m-1,2 b} B_{m} e^{\gamma_{2 m-1,2 b^{z} o}=(-1)^{m+1}} \int_{0}^{\infty} \frac{A^{o}(\lambda) \lambda \cos \lambda b e^{\gamma z o} d \lambda}{\gamma_{2 m-1,2 b}-\gamma} \\
& +(-1)^{m+1} \int_{0}^{\infty} \frac{A(\lambda) \lambda \cos \lambda b e^{-\gamma z} \circ d \lambda}{\gamma_{2 m-1,2 b}+\gamma}  \tag{2.3.4}\\
& b \gamma_{2 m-1,2 b} B_{m}^{(o)} e^{-\gamma_{2 m-1}, 2 b^{z} o}=(-1)^{m+1} \int_{0}^{\infty} \frac{A^{o}(\lambda) \lambda \cos \lambda b e^{\gamma z o} d \lambda}{\gamma_{2 m-1,2 b}+\gamma} \\
& +(-1)^{m+1} \int_{0}^{\infty} A(\lambda) \lambda \cos \lambda b e^{-\gamma z o} d \lambda
\end{align*}
$$

where $m=1,2, \ldots$. Note that as in the electric wall case the Cauchy principal value is not required for $(2.3 .4)$ and (2.3.5). Also

$$
\begin{align*}
& \pi C(\alpha) \Gamma e^{\Gamma z}=\pi \Gamma \sin \alpha b A^{\circ}(\alpha) e^{1 / 0} \\
& +P V \int_{0}^{\infty} \frac{A^{O}(\lambda) \lambda \cos \lambda b e^{\gamma z} o d \lambda}{\gamma-\Gamma}-\int_{0}^{\infty} \frac{A(\lambda) \lambda \cos \lambda b e^{-\gamma z} \circ d \lambda}{\gamma+\Gamma}  \tag{2.3.6}\\
& \pi C^{O}(\alpha) \Gamma e^{-\Gamma z o}=\pi \Gamma \sin \alpha b A(\alpha) e^{-\Gamma z o} \\
& -\int_{0}^{\infty} \frac{A^{O}(\lambda) \lambda \cos \lambda b e^{\gamma z} \circ d \lambda}{\gamma+\Gamma}+P V \int_{0}^{\infty} \frac{A(\lambda) \lambda \cos \lambda b e^{-\gamma z} \circ d \lambda}{\gamma-\Gamma} \tag{2.3.7}
\end{align*}
$$

Note that the principal value is again required for the equations associated with both of the open regions.

The solution to equations (2.3.4) - (2.3.7) is found by considering the following integrals

$$
\frac{(-1)^{m+1}}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega \pm \gamma}, \quad \frac{1}{2 \pi j} \int_{\Sigma} \frac{T(\omega) d \omega}{\omega \pm \Gamma}
$$

where $T(\omega)$ has branch cuts $L_{1}$ and $L_{2}$ as shown in Figure 8.2 .5 , and $m=1,2,3, \ldots . \sum$ is the same contour as the electric wall case. Then comparing the results of the above integrals with (2.3.4) - (2.3.7) we can find

$$
\begin{equation*}
(-1)^{m+1} T\left(\gamma_{2 m-1,2 b}\right)=\gamma_{2 m-1,2 b} b B_{m}^{(o)} e^{-\gamma_{2 m-1}, 2 b^{z} \circ}, \quad m=1,2,3, \ldots \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
T^{+}(-\omega)-T^{-}(-\omega)=-2 \pi j \omega \cos \lambda b A^{\circ}(\lambda) e^{\omega z} \circ, \quad \omega \in L_{l} \tag{ii}
\end{equation*}
$$

(iv) $\quad T^{+}(\omega)+T^{-}(\omega)=2 \pi \omega \sin \lambda b A(\lambda) e^{-\omega Z} \circ$ $-2 \pi \omega C^{0}(\lambda) e^{-\omega z} \circ$,
$\omega \in L_{1}$
(v)

$$
(-1)^{m+1} T\left(-\gamma_{2 m-1,2 b}\right)=-\gamma_{2 m-1,2 b} b_{m} e^{\gamma_{2 m-1}, 2 b^{z} \circ}, \quad m=1, \cdot 2, \ldots
$$

(vi) $\quad T^{+}(-\omega)+T^{-}(-\omega)=-2 \pi \omega \sin \lambda b A^{\circ}(\lambda) e^{\omega z} \circ$

$$
+?_{\pi} \omega C(\lambda) e^{\omega z} \circ,
$$

$$
\omega \in L_{l}
$$

Also the edge condition requires

$$
\begin{equation*}
T(\omega)=O\left(\omega^{-1 / 2}\right),|\omega| \rightarrow \infty \tag{vii}
\end{equation*}
$$

Using (iii) and (iv) we can easily find

$$
\begin{equation*}
T^{-}(\omega)=-e^{j 2 \lambda b_{T}+}(\omega)-2 \pi \omega C^{\circ}(\lambda) e^{-\omega z} o e^{j \lambda b} \cos \lambda b, \omega \in L_{1} \tag{2.3.8}
\end{equation*}
$$

This relates the discontinuity across $L_{1}$ to the known incident field. We may then combine (2.3.8) with (ii.) to give

$$
\begin{equation*}
T^{-}(\omega)=T^{+}(\omega) G(\omega)+g(\omega) \tag{2.3.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& G(\omega)= \begin{cases}-e^{j 2 \lambda b}, & \omega \varepsilon L_{1} \\
1, & \omega \varepsilon L_{2}\end{cases} \\
& g(\omega)= \begin{cases}-2 \pi \omega \cos \lambda b e^{j \lambda b} c^{o}(\lambda) e^{-\omega z} o & \omega \in L_{1} \\
+2 \pi j \omega \cos \lambda b A^{o}(\lambda) e^{-\omega z} o, & \omega \varepsilon L_{2}\end{cases}
\end{aligned}
$$

Equation (2.3.9) is a non-homogeneous Hilbert problem similar to the electric wall case. The primary difference with the electric wall case is the presence of a minus sign in the homogeneous problem.

$$
\begin{array}{ll}
X^{-}(\omega)=-X^{+}(\omega) e^{j 2 \lambda b}, & \omega \varepsilon L_{1} \\
X^{-}(\omega)=X^{+}(\omega), & \omega \varepsilon L_{2}
\end{array}
$$

The solution to (2.3.10) clearly involves the factorization of $\exp (j 2 \lambda b)$ as in the electric wall case. However, we must also have a minus sign discontinuity. Such a function is by inspection $\sqrt{\omega-j k_{0}}$. Hence

$$
\begin{align*}
X(\omega)= & H_{2}(\omega) \prod_{\text {odd }}\left(\omega, \gamma_{2 b}\right) \sqrt{\omega-j k_{o}}  \tag{2.3.11}\\
& \exp \left\{\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi}\left\{\ln \left\{\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right)\right\}
\end{align*}
$$

The general solution is now easily shown to be

$$
\begin{align*}
T(\omega) & =H_{2}(\omega) \quad \pi \quad\left(\omega, \gamma_{2 b}\right) \sqrt{\omega-j k_{o}} \exp \left\{\frac{b \sqrt{\omega^{2+k_{o}^{2}}}}{\pi}\left\{\ln \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right)\right\} \\
& \cdot\left(\sum_{n=1}^{\infty} \frac{g_{n}}{\omega-\gamma_{2 n-1,2 b}}+\int_{L_{1}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \tag{2.3.12}
\end{align*}
$$

$\mathrm{H}_{2}(\omega)$ is found from (vii) to be

$$
H_{2}(\omega)=\exp \left\{\frac{\omega b}{\pi}\left(1-c_{e}-1 n\left(\frac{2 k_{o}^{b}}{\pi}\right)\right)-\frac{j \omega b}{2}\right\}
$$

This choice of $\mathrm{H}_{2}(\omega)$ is the correct one in order for condition (vii) to hold. Note that the asymptotic behavior of the odd infinite product is quite different from the complete infinite product. This combined with the behavior of the term $\sqrt{\omega-j k_{o}}$ and the perturbation sum ensures that $T(\omega)=0\left(\omega^{-1 / 2}\right),|\omega| \rightarrow \infty$.

Using (i) we can relate $g_{n}$ to $B_{n}^{(0)}$

$$
\begin{align*}
& (-1)^{m+1} T\left(\gamma_{2 m-1,2 b}\right)=(-1)^{m} H_{2}\left(\gamma_{2 m-1,2 b}\right) \underset{\text { odd }}{\pi^{(m)}}\left(\gamma_{2 m-1,2 b}, \gamma_{2 b}\right) \\
& \text { - } \sqrt{\gamma_{2 m-1,2 b^{-j}}{ }_{o}} \exp \left\{\frac{2 m-1}{2}\left\{\ln \left(\frac{\gamma_{2 m-1,2 b^{-(2 m-1) \pi / 2 b}}^{k_{o}}}{2}\right)+\frac{j \pi}{2}\right)\right\} \\
& \text { - }\left(\frac{1}{\gamma_{2 m-1,2 b}}\right) g_{m}=\gamma_{2 m-1,2 b} b B_{m}^{(o)} e^{-\gamma_{2 m-1,2 b_{o}}^{z}} \tag{2.3.13}
\end{align*}
$$

Similarly using (2.3.9) we can find

$$
\begin{aligned}
& g^{(1)}(\omega)=j \omega \cos \lambda b e^{j \lambda b} c^{o}(\lambda) e^{-\omega z} o \quad \omega \varepsilon L_{1} \\
& g^{(2)}(\omega)=+\omega \cos \lambda b A^{o}(\lambda) e^{-\omega z}, \quad \omega \varepsilon L_{2}
\end{aligned}
$$

## 3. Formulation and Solution of Composite Problems

The key to the modified function theoretic technique is the identification of an auxiliary problem. The auxiliary problem is such that the solution may be identified in terms of soluble problems.

Before proceeding to other problems let us illustrate this process with the open region analogue of an E-plane step -- a flanged parallel plate waveguide. This problem has been solved by Itoh and Mittra (1971) using this same technique, but it is believed that a derivation based on the concepts of this work are perhaps clearer. Also Kostelnicek and Mittra (1969) indicated that a solution was possible as well as sketching the equations.

Figure 8.3.1 illustrates the flanged waveguide and the associated geometry. Notice that the associated geometry has a recessed dielectric of finite permittivity. As $\delta \rightarrow 0$ and $\varepsilon \rightarrow \infty$, the auxiliary problem coincides with the original flanged problem. This auxiliary problem allows us to perturb the parallel plate solution effectively.

Consider the case of a TEM waveguide mode incident on the junction, then from (2.2.29) we can write

$$
\begin{equation*}
T(\omega)=X(\omega)\left(\frac{K_{0}}{\omega-j k_{0}}+\int_{L_{1}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}\right) \tag{3.1}
\end{equation*}
$$

where

$$
X(\omega)=H_{1}(\omega)\left(\omega-j k_{o}\right) \pi\left(\omega, \gamma_{b}\right) \exp \left\{\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi}\left\{\ln \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right)\right\}
$$


(b) The Flanged Waveguide Geometry

Fig. 8.3.1: The Flanged Parallel Plate Waveguide

$$
H_{1}(\omega)=\exp \left\{\frac{\omega b}{\pi}\left(1-c_{e}-\ln \left(\frac{k_{o} b}{2 \pi}\right)\right)-\frac{j \omega b}{2}\right\}
$$

Clearly the other terms are not necessary since $B_{m}^{(0)} \equiv 0, m>0$ and $A^{0}(\lambda) \equiv 0$ imply that $g_{m} \equiv 0, m>0$ and $g^{(2)}(t) \equiv 0$.
$K_{o}$ is known from (i) of section 2.2 to be given by

$$
T\left(j k_{o}\right)=-2 j k_{0} b=k_{0}\left(\frac{x(\omega)}{\omega-j k_{0}}\right)_{\omega=j k_{0}}
$$

where $\mathrm{B}_{\mathrm{o}}^{(\mathrm{o})}=1$.
From (vi) of section 2.2 we have

$$
\begin{equation*}
T(-\omega)=-\omega \pi C(\lambda), \omega \varepsilon L_{1} \tag{3.2}
\end{equation*}
$$

where $T^{+}(-\omega)=T^{-}(-\omega)=T(-\omega)$ for $\omega \varepsilon L_{1}$, since (3.1) only has a branch cut $L_{1}$. Also from (2.2.27)

$$
\begin{equation*}
g^{(1)}(\omega)=-\omega \sin \lambda b e^{j \lambda b} c^{o}(\lambda) \tag{3.3}
\end{equation*}
$$

where $\lambda=\sqrt{\omega^{2}+k_{0}^{2}}$ with $\operatorname{Im} \lambda \geq 0$. However, the junction at $z=-\delta$ can be solved to give an additional relation between $C^{\circ}(\gamma)$ and $C(\gamma)$, namely

$$
\begin{equation*}
C^{O}(\lambda)=C(\lambda) R(\lambda) \tag{3.4}
\end{equation*}
$$

where

$$
R(\lambda)=\frac{\varepsilon \omega-\Gamma}{\varepsilon \omega+\Gamma} e^{-2 \omega \delta}
$$

where

$$
\Gamma=\sqrt{\lambda^{2}-\varepsilon k_{o}^{2}}
$$

Hence we may combine (3.2) - (3.4) to give the following integral equation for $g^{(1)}(\omega)$

$$
\begin{equation*}
g^{(1)}(\omega)=\frac{-\sin \lambda b}{\pi} e^{j \lambda b^{2}} R(\lambda) X(-\omega)\left(\frac{k_{o}}{\omega+j k_{o}}-\int_{-} \frac{g_{1}^{(1)}(t) d t}{X^{-}(t)(t+\omega)}\right), \quad \omega \varepsilon L_{1} \tag{3.5}
\end{equation*}
$$

Consider the change of variable

$$
\begin{equation*}
g^{(I)}(\omega)=\frac{-\sin \lambda b e^{j \lambda b^{2}}(\lambda) x(-\omega) G(\omega)}{\pi\left(\omega+j k_{o}\right)} \tag{3.6}
\end{equation*}
$$

Then (3.5) becomes, for $\omega \varepsilon \mathrm{L}_{1}$,

$$
\begin{equation*}
G(\omega)=K_{o}+\left(\omega+j k_{o}\right) \int_{L_{1}} \frac{Q(t) G(t) d t}{t+\omega} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
Q(\omega)=\frac{+\sin \lambda b e^{j \lambda b} R(\lambda) X(-\omega)}{\pi\left(\omega+j k_{o}\right) \quad X^{-}(\omega)} \tag{3.8}
\end{equation*}
$$

Equation (3.7) is identical (with a slight change of notation) to the equation derived by Kostelnicek and Mittra (1969) and later solved by Itoh and Mittra (1971).

In order to solve (3.7) effectively we should use the asymptotic behavior of $G(\omega)$. To this end consider the field in the dielectric.

$$
\phi_{D}=\int_{0}^{\infty} D(\lambda) e^{\Gamma z} \cos \lambda(x-b) d \lambda
$$

Using the other field relations we can easily find

$$
\begin{equation*}
D(\lambda)=e^{(\Gamma+\omega) \delta} \frac{2 \varepsilon \omega}{\varepsilon \omega-\Gamma} C^{0}(\lambda) \tag{3.9}
\end{equation*}
$$

And from Mittra and Lee (1971) we can easily show for $\delta=0$

$$
\begin{equation*}
D(\lambda)=0\left(\lambda^{-3 / 2-\Delta}\right), \quad|\lambda| \rightarrow \infty \tag{3.10}
\end{equation*}
$$

where

$$
\Delta=\frac{1}{\pi} \sin ^{-1}\left(\frac{(\varepsilon-1)}{2(\varepsilon+1)}\right)
$$

For the case of $\varepsilon \rightarrow \infty, \Delta=1 / 6$. Then from (3.3), (3.6), (3.9) and (3.10) we have

$$
\begin{equation*}
G(t)=O\left(t^{-\Delta}\right) \tag{3.11a}
\end{equation*}
$$

and from (3.8)

$$
\begin{equation*}
Q(t)=O\left(t^{-1}\right) \tag{3.11b}
\end{equation*}
$$

This is in agreement with Itoh (1972). Using Stieltges transforms we can show

$$
\begin{equation*}
\int_{L_{1}} \frac{Q(t) G(t) d t}{t+\omega}=0\left(\omega^{-1}\right)+0\left(\omega^{-1-\Delta}\right) \tag{3.12}
\end{equation*}
$$

as $|\omega| \rightarrow \infty$. Hence we see that the constant terms in (3.7) must cancel as $|\omega| \rightarrow \infty$, or

$$
K_{o}+\int_{L_{1}} Q(t) G(t) d t=0
$$

or if we write $Q(t) G(t)=\bar{G} t^{-1-\Delta}$ for $t>t_{0} \varepsilon L_{1}$ we have

$$
\begin{equation*}
K_{0}+\int_{L_{1}}^{\left(t_{0}\right)} Q(t) G(t) d t+\bar{G} \int_{t_{0}}^{\infty} t^{-1-\Delta} d t=0 \tag{3.13}
\end{equation*}
$$

This equation is similar to (3.10) of chapter 2 derived for the E-plane step. Equation (3.13) in conjunction with (3.7) is the solution to the problem since all the modal coefficients and plane wave spectra are readily found from $T(\omega)$ with $G(\omega)$ determined. The method of solution of the integral equation will be discussed in the next chapter in conjunction with another problem.

## 1. Introduction

This chapter is directed to the solution of a parallel plate waveguide radiating into a homogeneous half space. This problem has been solved for the case of a dielectric slab by Kostelnicek and Mittra (1969), (1971). The solution as given here has three significant areas of research which warrant the inclusion of the problem: (l) it is believed that the method of formulation and solution is more systematic and simpler to understand than Kostelnicek; (2) the details of solving the integral equation efficiently are looked into carefully; and (3) the results are physically interesting and have not been obtained before this work.

## 2. Formulation of the Equations

Consider the TM solution of the geometry shown in Figure 9.2.1. For simplicity we will assume TEM incidence, the general TM solution follows directly.

From Chapter 8 we see that $T(\omega)$ is given by

$$
\begin{equation*}
T(\omega)=X(\omega)\left(\frac{K_{o}}{\omega-j k_{o}}-\int_{L_{2}}+\frac{g^{(2)}(t)}{X(t)(t-\omega)}\right) \tag{2.1}
\end{equation*}
$$

where

$$
X(\omega)=H_{l}(\omega)\left(\omega-j k_{o}\right) \Pi\left(\omega, \gamma_{n}\right) \exp \left\{\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi}\left\{\ln \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right)\right\}
$$

and

$$
H_{l}(\omega)=\exp \left\{\frac{\omega b}{\pi}\left\{1-c_{e}-\ln \left(\frac{k_{0} b}{2 \pi}\right)-\frac{j \omega b}{2}\right\}\right.
$$

where $B_{m}^{(0)}=1$.
From (iii) of section 2.2 of Chapter 8 we have

$$
T^{-}(\omega)-T^{+}(\omega)=-2 \pi j \omega \sin \lambda b A(\lambda), \omega \varepsilon L_{1}
$$

but for $\omega \varepsilon I_{1}$ and (2.2.16) of Chapter 8 we have

$$
T^{-}(\omega)=T^{+}(\omega) e^{j 2 \lambda b}
$$

thus

$$
\begin{equation*}
T^{-}(\omega)=-\pi \omega e^{j \lambda b} A(\lambda), \quad \omega \varepsilon L_{1}^{-} \tag{2.2}
\end{equation*}
$$

Also from (2.2.27) of Chapter 8 we have

$$
\begin{equation*}
g^{(2)}(\omega)=\omega \sin \lambda b A^{\circ}(\lambda), \quad \omega \varepsilon L_{2} \tag{2.3}
\end{equation*}
$$



Fig. 9.2.1: Parallel Plate Waveguide Radiating into a Homogeneous Half Space

But the spectral densities $A^{\circ}(\lambda)$ and $A(\lambda)$ are related by the reflection coefficient

$$
\begin{equation*}
A^{O}(\lambda)=A(\lambda) R(\lambda) \tag{2.4}
\end{equation*}
$$

where

$$
\Gamma=\sqrt{\lambda^{2}-\varepsilon k_{o}^{2}}
$$

where the branch of $\Gamma$ is chosen such that Rer>0. Conduction losses in the dielectric are considered by using the complex permittivity

$$
\begin{equation*}
\varepsilon=\varepsilon_{r}-j 120 \pi \sigma / k_{o} \tag{2.4}
\end{equation*}
$$

It should be noted that any layered media can be taken care of by replacing $R(\lambda)$ by its appropriate value. However, care should be taken that any new singularities introduced (i.e., poles of $R(\lambda)$ ) are properly taken into account. For example, when Kostelnicek and Mittra (1969) solved the case of a slab they found it necessary to shift the path of integration from $L_{1}$ to a horizontal path from $j k_{o}$ to $\infty+j k_{0}$. A detailed study of the variation of the half space solution in the first quadrant revealed that the original path, $L_{1}$, was the best choice, since it apparently gave the smoothest solution.

Before proceeding it will prove to be convenient to change $\omega$ to $-\omega$ in the integral of (2.1) giving

$$
T(\omega)=X(\omega)\left(\frac{K_{0}}{\omega-j k_{0}}-\int_{I_{1}} \frac{g^{(2)}(-t) d t}{X(-t)(t+\omega)}\right)
$$

Now we may combine $(2.2),(2.3)$ and (2.4) to give the following integral equation for $g^{(2)}(-\omega), \omega \varepsilon L_{1}$.

$$
\begin{align*}
g^{(2)}(-\omega) & =\frac{\sin \lambda b}{\pi} R(\lambda) e^{-j \lambda b} X^{-}(\omega) \\
& \cdot\left(\frac{K_{o}}{\omega-j k_{o}}-\int_{L_{1}^{-}} \frac{g^{(2)}(-t) d t}{X(-t)(t+\omega)}\right), \omega \varepsilon L_{1}^{-} \tag{2.5}
\end{align*}
$$

Considering the change of variable

$$
g^{(2)}(-\omega)=\frac{K_{0} \sin \lambda b R(\lambda)}{\pi\left(\omega-j k_{o}\right)} e^{-j \lambda b} X^{-}(\omega) G(\omega)
$$

we transform (2.5) to

$$
\begin{equation*}
G(\omega)=1+\left(\omega-j k_{0}\right) \int_{L_{1}^{-}} \frac{Q(t) G(t) d t}{t+\omega}, \omega \varepsilon L_{1} \tag{2.6}
\end{equation*}
$$

where

$$
Q(\omega)=\frac{1}{\pi} \frac{\sin \lambda b R(\lambda) e^{-j \lambda b}}{\left(\omega-j k_{o}\right)} \frac{X^{-}(\omega)}{X(-\omega)}
$$

This is the equation derived by Kostelnicek and Mittra (1971) except for a slight change in notation.

The asymptotic behavior of $G(t)$ is found by examining (2.3) and (2.4). It is easily shown that

$$
\begin{equation*}
Q(\omega)=0\left(\frac{e^{-2 \omega d}}{\omega}\right), \quad|\omega| \rightarrow \infty \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
G(\omega)=0(1), \quad|\omega| \rightarrow \infty \tag{2.8}
\end{equation*}
$$

Because of the exponential behavior of (2.7) it is not necessary to include the asymptotic behavior of $G(\omega)$ in the solution and the integration limit on $L_{1}$ can be truncated at a finite value.

The fields are readily derived from $T(\omega)$ upon having found $G(\omega)$; in particular the TEM reflection coefficient is given by

$$
\begin{equation*}
B_{0}=\frac{-T\left(-j k_{o}\right)}{2 j k_{0} b} \tag{2.9}
\end{equation*}
$$

## 3. Numerical Solution

The solution of (2.6) requires a careful examination of the integrals which must be approximated numerically. An examination of the kernal of (2.6) reveals the following:
(i) $\quad Q(\omega)$ has zeroes of second order at $\omega=\gamma_{n b}, n=1,2 \ldots$.
(ii) $Q(\omega)$ has a zero in the complex plane whenever $R(\lambda)=0$. For a half space this occurs at the pseudo-Brewster angle given by:

$$
\omega=\gamma \simeq \frac{\varepsilon_{r}^{\prime} k_{0}}{2\left(1+\varepsilon_{r}\right)^{3 / 2}}+j \quad \frac{1}{1+\varepsilon_{r}} k_{0}
$$

where $\varepsilon=\varepsilon_{r}-j \varepsilon_{r}^{\prime}$ and we have assumed $\varepsilon_{r}^{\prime} / \varepsilon_{r} \ll 1$. Note that since $\operatorname{Re}(\gamma)$ must be greater than zero on the top sheet, for $\varepsilon_{r}^{\prime} \neq 0$, this root is on the improper Riemann sheet (though it is quite close to the branch cut).
(iii) Due to the term $\sin \lambda b, Q(\omega)$ goes to zero as $\sqrt{\omega-j k_{\rho}}$ as $\omega \rightarrow j k_{0}$.

Hence equation (2.6) is a "smooth" equation. However, upon finding $G(\omega)$ we desire to calculate the TEM reflection coefficient which in turn involves an evaluation of the integral

$$
\begin{equation*}
\int_{L_{1}^{-}} \frac{Q(t) G(t) d t}{t-j k_{0}} \tag{3.1}
\end{equation*}
$$

From (iii) we see that as $t \rightarrow j k_{0}$ the integrand will behave as $l / \sqrt{t-j k_{0}}$. Hence, careful attention should be given to the branch point $t=j k_{o}$.

The integration was broken into a sequence of finite intervals with the end points being the waveguide propagation constants, $\gamma_{n b}$. The origin was also included as an end point. Since the first segment included the branch point the following Gaussian quadrature (Abramowitz and Stegnn, 1965) was used:

$$
\begin{equation*}
\int_{a}^{b} \frac{f(y) d y}{\sqrt{b-y}}=\sqrt{b-a} \sum_{i=1}^{n} \omega_{i} f\left(y_{i}\right) \tag{3.2}
\end{equation*}
$$

where

$$
y_{i}=a+(b-a) x_{i}
$$

where $x_{i}=1-\xi_{i}^{2}$ and $\xi_{i}$ is the ith positive zero of $P_{2 n}(x)$ and $w_{i}=2 n_{i}^{(2 n)}$ where $w_{i}^{(2 n)}$ are the Gaussian weights of order 2 n . Equation (3.2) allows the square root singularity to be taken care of quite satisfactorily hence allowing a good approximation of (3.1). Although this effectively increases the order of the integrand of (2.6) slightly, no degradation of convergence was observed.

Between the remaining end points regular Gaussian quadrature was employed.
It should be noted that Itoh and Mittra (1971) used a pulse function basis with the exception of the vicinity of the branch point.

## 4. Numerical Results

Table 9.4.1 illustrates the convergence of the TEM reflection coefficient as a function of the number of internals, $N$, and the number of points, $M_{n}$, within the $n$th interval for the case $\mathrm{k}_{\mathrm{o}} \mathrm{b}=1.2566, \mathrm{k}_{\mathrm{o}} \mathrm{d}=3.14159, \varepsilon_{\mathrm{r}}=10, \sigma / \mathrm{k}_{\mathrm{o}}=0.001$.

Table 9.4.1 Convergence of Reflection Coefficient for a Parallel Plate Waveguide Radiating into a Half Space.

| N | $\mathrm{M}_{1}$ | $\mathrm{M}_{2}$ | $\mathrm{M}_{3}$ | $\mathrm{B}_{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 2 | 2 | 2 | 0.5397 | $63.22^{\circ}$ |
| 3 | 4 | 4 | 4 | 0.4366 | $65.51^{\circ}$ |
| 3 | 8 | 4 | 4 | 0.4385 | $65.46^{\circ}$ |
| 3 | 8 | 8 | 8 | 0.4379 | $66.11^{\circ}$ |
| 3 | 16 | 8 | 8 | 0.4385 | $66.14^{\circ}$ |
| 3 | 16 | 16 | 16 | 0.4386 | $66.16^{\circ}$ |
|  | no | lec |  | 0.2846 | $88.42^{\circ}$ |

Note that the reflection coefficient converges quite fast and four place accuracy is achieved with as few as 32 matching points. However, quite acceptable accuracy is achieved with as few as 16 points. This appears to be a considerable savings over Kostelnicek and Mittra (1969), although they used an alternate path of integration on which the solution varied greater than on the path $I_{1}$, though they did avoid the poles of $R(\lambda)$.

Figure 9.4.1 illustrates the behavior of $G(\omega)$ for the example whose results are given in Table 9.4.l. Note that the asymptotic behavior given by (2.8) is quickly achieved beyond $\omega=0.6$. The most radical behavior occurs near the origin; however, even this change is less than $10 \%$. Notice that $G(\omega)$ is quite well behaved at $\omega \simeq 0.3$, which is the location of the pseudo-Brewster angle. Note also that $G(\omega)$ is well behaved near $\omega=\gamma_{l b}$. The phase of $G(\omega)$ was a maximum of $8^{\circ}$ near the origin, with a nominal value of less than a degree.

Since the distance between the half space and the waveguide was a half wavelength, the exponential decay along $L_{l}$ was sufficient to restrict matching intervals to no more than three.

Another case is given in Table 9.4 .2 where the waveguide width has been increased to $\mathrm{k}_{\mathrm{o}} \mathrm{b}=4.7124$, and the distance from the waveguide to half space has been decreased to $k_{o}^{d}=0.5(d \simeq 0.08 \lambda)$. The parameters of the dielectric are still $\varepsilon_{r}=10$ and $\sigma / k_{o}=0.001$.

Table 9.4.2 Convergence of Reflection Coefficient for a Parallel Plate Waveguide Radiating into a Half Space.

| ${ }_{\text {N }}$ | $\mathrm{M}_{1}$ | $\underline{M}$ | $\mathrm{M}_{3}$ | $\mathrm{M}_{4}$ | $\mathrm{M}_{5}$ | $\mathrm{M}_{6}$ | $\mathrm{M}_{7}$ | B |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 2 | 2 | 2 | 2 | 2 | 2 | -- | 0.4333 | -49.68 ${ }^{\circ}$ |
| 6 | 4 | 4 | 4 | 4 | 4 | 4 | -- | 0.4410 | -50.16 ${ }^{\circ}$ |
| 6 | 8 | 8 | 8 | 4 | 4 | 4 | -- | 0.4408 | -50.13 ${ }^{\circ}$ |
| 6 | 8 | 8 | 8 | 8 | 8 | 8 | -- | 0.4408 | -50.13 ${ }^{\circ}$ |
| 6 | 16 | 8 | 8 | 4 | 4 | 4 | -- | 0.4408 | $-50.13^{\circ}$ |
| 7 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 0.4408 | -50.12 ${ }^{\circ}$ |
|  |  | wit | no | iele | ric |  |  | 0.0616 | $82.62^{\circ}$ |

More matching intervals are necessary because the waveguide width is greater as well as the distance, d, being smaller. Four place accuracy is again achieved with excellent results being achieved with as few as 24 matching points.

The solution of a related problem of the radiation of a parallel plate waveguide into a perfectly conducting sheet has been solved using wedge diffraction techniques (Ruddack, Tsai, and Burnside, 1969). Figure 9.4.2 illustrates good agreement between this theory (with $R(\lambda)=e^{-2 \gamma d}$ ) and the wedge diffraction results. However, it should be expected that our result should be better when $d / \lambda$ is less than $0.15 \lambda$. (It should be noted that Ruddack's data is subject to the error of reading graphical data.)

Figure 9.4.3 shows the variation of the reflection coefficient of a $0.4 \lambda$ waveguide as a function of distance to the half space for three sets of permittivity and conductivity. Note that quite significant deviations from the free space case are observed, with the deviations becoming larger as the distance, $d$, is decreased.

Figure 9.4.4 illustrates the variation of the reflection coefficient of a $0.4 \lambda$ waveguide as a function of the half space parameters at a constant distance, d, of $0.1 \lambda$. Note that quite significant changes in the reflection coefficient as the permittivity and conductivity vary. In order to more fully understand Figure 9.4.4, Figure 9.4.5 illustrates the variation of the Fresnel reflection coefficient at the half space interface for normal incidence. Figure 9.4 .6 shows the data of Figure 9.4.4, after the substraction of a parallel


Fig. 9.4.l: Variation of the Perturbation Spectrum along Ll



Fig. 9.4.3a: Variation of the Reflection Coefficient of a Parallel Plate Waveguide Radiating into a Dielectric Half Space as a Function of Distance and Dielectric Parameters


Fig. 9.4.3b: Variation of the Reflection Coefficient of a Parallel Plate Waveguide Radiating into a Dielectric Half Space as a Function of Distance and Dielectric Parameters




Fig. 9.4.7: Approximate Equivalent Circuit
impedance of a single isolated waveguide radiating into free space. The similarity of the data of Figure 9.4 .6 with the Fresnel reflection coefficient is now obvious. Figure 9.4.7 suggests the possibility of establishing an equivalent circuit for a waveguide radiating into a half space. The transformer allows for the scale change and is dependent on the waveguide width $2 b$ and the distance d primarily. The line length, $l_{l}$, is just the physical electrical distance $2 k_{0} d$. The second line length, $\ell_{2}$, is a rather complicated function of $\varepsilon$, $\sigma$, and $d$. For a given height it is possible to arrive at empirical formulas for the circuit parameters. This would suggest that the more complicated structures such as rectangular and circular waveguides radiating into a half space can be modeled with approximate equivalent circuits, with the parameters of the circuits being determined experimentally.

CHAPTER 10. A FINITE PHASED ARRAY

1. Introduction

Waveguide phased arrays have received much attention in the last few years because of properties such as fast scan capabilities, multimode operation, and reliability. Perhaps the easiest analysis of planar phased arrays has been the application of Floquet's theorem to an infinitely periodic array (Amitay, Galindo, and Wu; 1972). However, many arrays are small enough that such an analysis is not valid. For finite arrays, one common method of analysis has been the moment method. One common approximation in these studies has been the assumption of an infinitely large perfectly conducting ground plane (or some approximation to it). It is the purpose of this chapter to sue the modified function theoretic technique to study a finite phased array with no ground plane. It should be noted that this analysis could also be easily applied to a finite array with a ground plane of finite or infinite extent.

## 2. Formulation of the Equations

### 2.1 Introduction

For simplicity in the solution we will assume that the array has a symmetry plane parallel to the waveguide walls. This is not a limitation of theory but is only a convenience. The solution of a completely aperiodic array can be found in a straightforward manner.

Thus we will consider the solution of the two problems illustrated in Figures lo.2.1 and 10.2.2, the only difference being the symmetry wall boundary condition.

### 2.2 The Electric Symmetry Wall

Figure lo.2.lb also illustrates the auxiliary problem. Note that the problem can be further separated into two kinds of problems: (1) the interior problem, and (2) the exterior problem. The interior problem is the one associated with the first N-l plates, and is solved using the theory of Chapter 2 for modifications of the bifurcated waveguide.

(a) Final Geometry

Fig. lo.2.l: The Finite Array with an Electric Symmetry

(b) Auxiliary Geometry
$\begin{aligned} \text { Fig. } 10.2 .1: & \text { The Finite Array with an Electric Symmetry } \\ & \text { Boundary }\end{aligned}$

(a) Final Geometry

Fig. lo.2.2: The Finite Array with a Magnetic Symmetry Boundary

(b) Auxiliary Geometry

Fig. lo.2.2: The Finite Array with a Magnetic Symmetry Boundary

The exterior problem is the one associated with the Nth plate. This is seen to be just semiinfinite waveguide with an internal modification. With these thoughts in mind we can write the following $\mathbb{N}$ holomorphic functions:

$$
\begin{align*}
& T_{1}(\omega)=F_{1}(\omega)\left(K_{o}^{(l)}-\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{l, R}}{\omega+\gamma_{n, c_{1}}}\right),  \tag{2.2.1}\\
& T_{M}(\omega)=F_{M}(\omega)\left(K_{0}^{(M)}-\left(\omega-j k_{0}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{M, R}}{\omega+\gamma_{n, c_{M}}}+\sum_{n=1}^{\infty} \frac{g_{n}^{M, I}}{\left.\omega-\gamma_{n, c_{~}}^{M-1}\right]}\right\}\right) \tag{2.2.2}
\end{align*}
$$

where $M=2,3, \ldots, N-1$, and

$$
T_{N}(\omega)=X(\omega)\left(K_{0}^{N}+\left(\omega-j k_{o}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{N, I}}{\omega-\gamma_{n, c_{N-1}}}\right)
$$

In equations (2.2.1) and (2.2.2), $F(\omega)$ is given by

$$
F_{1}(\omega)=H_{1}(\omega) \frac{\Pi\left(\omega, \gamma_{b_{1}}\right) \Pi\left(\omega, \gamma_{b_{2}}\right)}{\Pi\left(\omega, \gamma_{c_{1}}\right)}
$$

where

$$
H_{1}(\omega)=\exp \left\{\frac{-\omega}{\pi}\left[b_{1} \ln b_{1} / c_{1}+b_{2} \ln b_{2} / c_{1}\right]\right\}
$$

and

$$
F_{M}(\omega)=H_{M}(\omega) \frac{\Pi\left(\omega, \gamma_{c_{M-1}}\right) \Pi\left(\omega, \gamma_{b_{M+1}}\right)}{\Pi\left(\omega, \gamma_{c_{M}}\right)}
$$

where

$$
H_{M}(\omega)=\exp \left\{\frac{-\omega}{\pi}\left[c_{M-1} \ln c_{M-1} / c_{M}+b_{M+1} \ln b_{M+1} / c_{M}\right]\right\}
$$

In equation (2.2.3), $X(\omega)$ is the homogeneous solution given in Chapter 8 for a semi-infinite waveguide with a half height of $c_{N-1}$, divided by ( $\omega-j k_{o}$ )

From Chapter 2, we see that we can write the following equations:

$$
\begin{equation*}
(-1)^{n+1} T_{M}\left(-\gamma_{n, c_{M-1}}\right)=\gamma_{n, c_{M-1}} c_{M-1}\left[K_{n}^{M-1, R}\right]^{-1} g_{n}^{M-1, R} \tag{2.2.4}
\end{equation*}
$$

where $M=2,3, \ldots, N-1$, and

$$
K_{n}^{M, R}=\frac{-n \pi}{c_{M}} \sin \frac{n \pi c_{M-1}}{c_{M}} /\left[F_{M}\left(-\gamma_{n, c_{M}}\right)\left(\gamma_{n, c_{M}}+j k_{o}\right)\right]
$$

Also for $M=1,2,3, \ldots, \mathbb{N}-2$, we have

$$
\begin{equation*}
\operatorname{RES}\left[T_{M}, \gamma_{n, c_{M}}\right]=\frac{-n \pi}{c_{M}} \sin \frac{n \pi c_{M-1}}{c_{M}}\left[K_{n}^{M+1}, L\right]^{1} g_{n}^{M+1, L} \tag{2.2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{M, L}=(-1)^{n} \gamma_{n, c_{M-1}^{2}} c_{M-1} /\left[F_{M}^{(n)}\left(\gamma_{n, c_{M-1}}\right)\left(\gamma_{n, c_{M-1}}-j k_{o}\right)\right] \tag{2.2.6}
\end{equation*}
$$

where $F_{M}^{(n)}\left(\gamma_{n, c_{M-1}}\right)$ implies that the zero at $\gamma_{n, c_{M-1}}$ is omitted from the infinite product. For the case $M=\mathbb{N}-1$, (2.2.5) becomes

$$
\begin{equation*}
\operatorname{RES}\left[T_{N-1}, \gamma_{n, c_{N-1}}\right]=\frac{-n \pi}{c_{N-1}} \sin \frac{n \pi c_{N-2}}{c_{N-1}}\left[K_{n}^{N, L}(0)\right]^{-1} g_{n}^{N, L} \tag{2.2.7}
\end{equation*}
$$

where

$$
K_{n}^{N, L(o)}=(-1)^{n} \gamma_{n, c_{N-1}}^{2} c_{N-1} /\left[X^{(n)}\left(\gamma_{n, c_{N-1}}\right) \cdot\left(\gamma_{n, c_{N-1}}-j k_{0}\right)\right]
$$

where $X^{(n)}\left(\gamma_{n, c_{N-1}}\right)$ implies that the zero at $\gamma_{n, c_{N-1}}$ is omitted from the infinite product. Equation (2.2.7) is found by using property (i) of Chapter 8 in conjunction with the results of Chapter 2. From property (v) of Chapter 8 and the results of Chapter 2, we also have that

$$
\begin{equation*}
\mathrm{T}_{\mathrm{N}}\left(-\gamma_{\mathrm{n}, \mathrm{c}_{\mathrm{N}-1}}\right)=(-1)^{\mathrm{n}} \gamma_{\mathrm{n}, \mathrm{c}_{\mathrm{N}-1}} c_{\mathrm{N}-1}\left[\mathrm{~K}_{\mathrm{n}}^{\mathrm{N}-1, \mathrm{R}}\right]^{-1} \mathrm{~g}_{\mathrm{n}}^{\mathrm{N}-1, R} \tag{2.2.8}
\end{equation*}
$$

Equations (2.2.4)-(2.2.8) represent an infinite set of simultaneous equations for the perturbation coefficients, $g_{n}^{M, L}(M=2,3, \ldots, \mathbb{N})$ and $g_{n}^{M}, R(M=1,2, \ldots, N-1)$. Note that the recession of plates in the solution of the closed region case is opposite to the recession chosen in Chapters 3 and 4. However, this is only a minor change as will be discussed later in this chapter.

For this particular problem, $K_{0}^{(M)}(M=1,2, \ldots \mathbb{N})$ are known and can be related to the incident TEM modal coefficients as follows (ref. Chapter 2):

$$
\begin{equation*}
K_{0}^{(1)}=2 j k_{0} b_{2}\left[U_{1}-B_{0,2}^{(0)}\right] / F_{1}\left(j k_{0}\right) \tag{2.2.9}
\end{equation*}
$$

where

$$
U_{1}=\frac{b_{2}}{c_{1}} B_{0,2}^{(0)}+\frac{b_{1}}{c_{1}} B_{0,1}^{(0)}
$$

and where $\mathrm{B}_{\mathrm{O}, \mathrm{n}}^{(\mathrm{O})}$ is the incident TEM modal coefficient from the nth waveguide above the symmetry boundary. Also

$$
K_{0}^{(2)}=2 j k_{0} b_{3}\left[U_{2}-B_{0,3}^{(0)}\right] / F_{2}\left(j k_{0}\right)
$$

where

$$
\mathrm{U}_{2}=\frac{\mathrm{b}_{3}}{\mathrm{c}_{2}} \mathrm{~B}_{0,3}^{(o)}+\frac{\mathrm{c}_{1}}{\mathrm{c}_{2}} \mathrm{U}_{1}
$$

and in general for $M$ up to $N-1$, we have

$$
\begin{equation*}
K_{0}^{(M)}=2 j k_{0} b_{M+1}\left[U_{M}-B_{0, M+1}^{(0)}\right] / F_{M}\left(j k_{0}\right) \tag{2.2.10}
\end{equation*}
$$

where

$$
U_{M}=\frac{b_{M+1}}{c_{M}} B_{o, M+1}^{(o)}+\frac{c_{M-1}}{c_{M}} U_{M-1}
$$

And for the case $M=N$, we have

$$
\begin{equation*}
K_{0}^{(N)}=-2 j k_{0} c_{N-1} U_{N-1} / X\left(j k_{0}\right) \tag{2.2.11}
\end{equation*}
$$

where

$$
U_{N-1}=\frac{b_{N}}{c_{N-1}} B_{0, N}^{(0)}+\frac{c_{N-2}}{c_{N-1}} U_{N-2}
$$

In order to solve (2.2.4)-(2.2.8) efficiently, we are motivated to investigate the asymptotic behavior of the various perturbation coefficients. This procedure is essentially identical to that discussed in Chapters 3 and 4 and thus only the results will be presented.

As in Chapters 3 and 4, we can find that only a single asymptotic perturbation term is necessary for the right perturbation terms, that is, we will replace $g_{n}^{M, R}$ by the following for $n>N^{M, R}$.

$$
\begin{equation*}
g_{n}^{M, R}=\bar{g}^{M, R}(-1)^{n} n^{-1} \sin \frac{n \pi c_{M-1}}{c_{M}} \tag{2.2.12}
\end{equation*}
$$

where $M=1,2, \ldots, N-1$. Notice that since $c_{M-1}=c_{M}{ }^{-b} b_{M+1}$, (2.2.12) can also be written

$$
g_{n}^{M, R}=-g^{M, R} n^{-1} \sin \frac{n \pi b_{M+1}}{c_{M}}
$$

which is in agreement with equation (3.3) of Chapter 4.

We again find that multi-term asymptotic expansions for the left perturbation terms are necessary to satisfy all of the edge conditions explicitly, namely for $n>N^{M, L}$ we will replace $g_{n}^{M, L}$ by the following:

$$
\begin{align*}
& \mathrm{g}_{\mathrm{n}}^{\mathrm{M}, \mathrm{~L}}=\overline{\mathrm{g}}_{1}^{\mathrm{M}, \mathrm{~L}}(-1)_{\mathrm{n}}^{\mathrm{n}^{-1}} \sin \frac{\mathrm{n} \mathrm{\pi} \mathrm{~b}_{1}}{\mathrm{c}_{\mathrm{M}-1}} \\
+ & \overrightarrow{\mathrm{g}}_{2}^{\mathrm{M}, \mathrm{~L}}(-1)^{\mathrm{n}_{n}-1} \sin n \pi \frac{\left(\mathrm{~b}_{1}+\mathrm{b}_{2}\right)}{\mathrm{c}_{\mathrm{M}-1}}+\cdots+  \tag{2.2.13}\\
+ & \overline{\mathrm{g}}_{\mathrm{M}-1}^{\mathrm{M}, \mathrm{~L}}(-1)^{\mathrm{n}_{n}-1} \sin \mathrm{n} \pi \frac{\left(\mathrm{~b}_{1}+\mathrm{b}_{2}+\cdots \mathrm{b}_{M-1}\right)}{c_{M-1}}
\end{align*}
$$

where $M=2,3, \ldots, N$.
Upon the substitution of (2.2.12) and (2.2.13) into equations (2.2.1)-(2.2.3) and the subsequent substitution into (2.2.4)-(2.2.8) we arrive at an efficiently truncated linear system of equations for the perturbation coefficients.

However, we must still decide how to choose the additional equations for the asymptotic perturbation coefficients. We may, however, use the results of the truncation study of Chapters 3 and 4, and use what we call the hybrid truncation method. Essentially this choice of truncation chooses the " $n+1$ equation" of equations (2.2.4), (2.2.6), and (2.2.7). However, (2.2.5) is asymptotically degenerate for reasons outlined in Chapter 4. Hence, the true asymptotic form of (2.2.5) is used, yielding $M+1$ equations.

For brevity, we will not give the explicit form of the equations. The interested reader is instead referred to Chapter 4.

Upon finding the perturbation coefficients, the waveguide fields as well as the fields in free space are readily found using the properties of the functions as given in Chapters 2 and 8. In particular, the reflected TEM modal coefficients are given by:

$$
\begin{equation*}
B_{0, M}=\frac{-T_{1}\left(-j k_{0}\right)}{2 j k_{0} b_{1}}+\frac{T_{N}\left(-j k_{0}\right)}{2 j k_{0} c_{N-1}}-\sum_{n=1}^{N-1} \frac{T_{n}\left(-j k_{0}\right)}{2 j k_{0} c_{n-1}} \tag{2.2.14}
\end{equation*}
$$

for $M=2,3, \ldots, N$. The summation is only used for $M \leq N-1$. However, for the case $M=1$ we have

$$
\begin{equation*}
B_{0,1}=\frac{-T_{1}\left(-j k_{0}\right)}{2 j k_{0} b_{1}}+\frac{T_{N}\left(-j k_{0}\right)}{2 j k_{0} c_{N-1}}-\sum_{n=2}^{N-1} \frac{T_{n}\left(-j k_{0}\right)}{2 j k_{0} c_{n-1}} \tag{2.2.15}
\end{equation*}
$$

In both (2.2.14) and (2.2.15), $B_{o, n}$ is the reflected TEM modal coefficient in the nth waveguide above the symmetry plane.

Other waveguide modal quantities can be easily found by recourse to the properties of the canonical function given in Chapters 2 and 8 and the use of the auxiliary geometry.

The far-field radiation pattern is also of interest for a finite array. From equation (2.2.16) of Chapter 8 and property (iii) of the same chapter, we can easily find that the spectral density for $\mathrm{z}>0$ is given by

$$
\begin{equation*}
A(\lambda)=\frac{-T_{N}^{-}(\omega)}{\pi \omega} e^{-j \lambda c_{N-1}}, \omega \varepsilon L_{1} \tag{2.2.16}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\phi_{A}(x, z)=\frac{-1}{\pi} \int_{0}^{\infty} \frac{T_{N}^{-}(\omega)}{\omega} e^{-j \lambda c} N-1 e^{-\omega z} \cos \lambda x d \lambda \tag{2.2.17}
\end{equation*}
$$

This integral can easily be evaluated asymptotically in the far field using the method of steepest descents (Mittra and Lee, 1971) to give

$$
\begin{equation*}
\phi_{A}(x, z) \simeq \frac{2 \pi}{k_{0} r} e^{-j\left(k_{0} r-\pi / 4\right)}\left(\frac{j}{2 \pi}\right) \cdot T_{N}^{-}\left(j k_{0} \cos \theta\right) e^{-j k_{0} c_{N-1} \sin \theta} \tag{2.2.18}
\end{equation*}
$$

where $\theta$ is the polar angle measured from the $z$ axis. It is interesting to note that the factor $\cos \theta$, which is present for an infinite array problem, is not present in (2.2.18).

### 2.3 The Magnetic Symmetry Wall

Figure 10.2.2 illustrates the geometry of interest in this section as well as the auxiliary problem. The two basic components of the solution are: (l) the bifurcated waveguide with a magnetic symmetry boundary, and (2) a semi-infinite parallel plate waveguide with a magnetic symmetry wall. The first problem's solution has been given in Appendix E, while the second problem's solution has been given in Chapter 8.

From Appendix E, we can easily find that for the first plate we have

$$
\begin{equation*}
T_{1}(\omega)=F_{1}(\omega)\left(K_{0}^{(l)}+\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{l, R}}{\omega+\gamma_{2 n-l, 2 c_{1}}}\right) \tag{2.3.1}
\end{equation*}
$$

where

$$
F_{1}(\omega)=H_{1}(\omega) \prod_{n=1}^{\infty} \frac{\left(1-\omega / \gamma_{2 n-1,2 b_{1}}\right)\left(1-\omega / \gamma_{n b_{2}}\right)}{\left(1-\omega / \gamma_{2 n-1,2 c_{1}}\right.}
$$

where

$$
\mathrm{H}_{1}(\omega)=\exp \left\{\frac{-\omega}{\pi}\left\{\mathrm{b}_{1} \ln \frac{\mathrm{~b}_{1}}{\mathrm{c}_{1}}+\mathrm{b}_{2} \ln \frac{\mathrm{~b}_{2}}{\mathrm{c}_{1}}\right)\right\}
$$

And in general we have for the Mth plate ( $M=2,3, \ldots, N-1$ )

$$
\begin{equation*}
T_{M}(\omega)=F_{M}(\omega)\left(K_{0}^{(M)}+\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{M, R}}{\omega+\gamma_{2 n-1,2 c_{M}}}+\sum_{n=1}^{\infty} \frac{g_{n}^{M, L}}{\omega-\gamma} 2 n-1,2 c_{M-1}\right\}\right) \tag{2.2.2}
\end{equation*}
$$

where

$$
F_{M}(\omega)=H_{M}(\omega) \prod_{n=1}^{\infty} \frac{\left(1-\omega / \gamma_{2 n-1,2 c_{M-1}}\right)\left(1-\omega / \gamma_{n, b_{M+1}}\right)}{\left(1-\omega / \gamma_{2 n-1,2 c_{M}}\right)}
$$

where

$$
H_{M}(\omega)=\exp \left\{\frac{-\omega}{\pi}\left\{c_{M-1} \ln \frac{c_{M-1}}{c_{M}}+b_{M+1} \ln \frac{b_{M+1}}{c_{M}}\right\}\right\}
$$

For the Nth semi-infinite plane, we use the results of Chapter 8 and easily find that

$$
\begin{equation*}
T_{N}(\omega)=\dot{X}(\omega) \sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{2 n-1}, 2 c_{N-1}} \tag{2.3.3}
\end{equation*}
$$

where $X(\omega)$ is the homogeneous solution of the semi-infinite parallel plate waveguide with a magnetic symmetry wall.

We may arrive at simultaneous equations for the perturbation coefficients by a similar manner used in the previous section and in Chapter 2. That is, we require that the expressions for the same modal coefficient in a given region of the auxiliary problem be consistent, whichever holomorphic function is used.

Hence we may find for $M=1,2, \ldots, N-2$

$$
\begin{equation*}
\operatorname{RES}\left[T_{M}, \gamma_{2 n-1,2 c_{M}}\right]=k_{n, c_{M}} \cos \left(k_{n, c_{M}} c_{M-1}\right)\left[K_{n}^{M+1, L}\right]^{-1} g_{n}^{M+1, L} \tag{2.3.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& k_{n, c_{M}}=\frac{(2 n-1) \pi}{2 c_{M}}, \\
& K_{n}^{M, L}=\frac{(-1)^{n} \gamma_{2 n-1,2 c_{M-1}^{2}} c_{M-1}}{F_{M}^{(n)}\left(\gamma_{2 n-1,2 c_{M-1}}\right)\left(\gamma_{\left.2 n-1,2 c_{M-1}-j k_{o}\right)}\right.}
\end{aligned}
$$

and for $M=2,3, \ldots, N$

$$
\begin{equation*}
(-1)^{n_{T}}{ }_{M}\left(-\gamma_{2 n-1,2 c_{M-1}}\right)=\gamma_{2 n-1,2 c_{M-1}} c_{M-1}\left[K_{n}^{M-1, R}\right]^{-1} g_{n}^{M-1, R} \tag{2.3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{n}^{M, R}=\frac{k_{n, c_{M}} \cos \left(k_{n, c_{M}} c_{M-1}\right)}{F_{M}\left(-\gamma_{2 n-1,2 c_{M}}\right)\left(\gamma_{2 n-1,2 c_{M}}+j k_{o}\right)} \tag{2.3.6}
\end{equation*}
$$

And from the open region part of the auxiliary geometry we find

$$
\begin{equation*}
\operatorname{RES}\left[T_{N-1}, r_{2 n-1}, 2 c_{N-1}\right]=k_{n, c_{i N-1}} \cos k_{n, c_{N-1}} c_{N-2} \cdot\left[k_{n}^{N, L(o)}\right]^{-1} g_{n}^{N, L} \tag{2.3.7}
\end{equation*}
$$

where

$$
K_{n}^{N, L(0)}=\frac{(-1)^{n+1} \gamma_{2 n-1,2 c_{N-1}^{2}} c_{N-1}}{-x^{(n)}\left(\gamma_{2 n-1,2 c_{N-1}}\right)}
$$

Note that for this particular problem that $K_{0}^{(M)}$ is known and given by

$$
\begin{equation*}
K_{0}^{(M)}=-2 j k_{0} b_{M+1} B_{0, M+1}^{(0)} / F_{M}\left(j k_{0}\right) \tag{2.3.8}
\end{equation*}
$$

where $M=1,2, \ldots, N-1$ and where $B_{0, M+1}^{(O)}$ is the incident TEM modal coefficient from the $M+l$ th waveguide. For $M=1$, we have

$$
\begin{equation*}
K_{o}^{(1)}=-2 j k_{0} b_{2} B_{0,2}^{(0)} / F_{1}\left(j k_{0}\right) \tag{2.3.9}
\end{equation*}
$$

Note that the equations for these quantities are slightly different from equation (2.2.9) and (2.2.10) for the electric symmetry boundary case. This is due to the fact that the coupling regions of the auxiliary problem cannot support a TEM mode.

Equations (2.3.4)-(2.3.7) constitute an infinite set of linear equations for the perturbation coefficients. In order to solve these equations efficiently, we investigate the asymptotic behavior of the perturbation coefficients. Again the procedure is identical to that discussed in Chapters 3 and 4.

For $n>N^{M, R}$ we will use

$$
\begin{equation*}
g_{n}^{M, R}=\bar{g}^{M, R} n^{-l}(-1)^{n} \cos k_{n, c_{M}} c_{M-1} \tag{2.3.10}
\end{equation*}
$$

for $M=1,2, \ldots, N-1$. Similarly, for $n>N^{M, L}$ we will use

$$
\begin{align*}
& \mathrm{g}_{\mathrm{n}}^{\mathrm{M}, \mathrm{~L}}=\overline{\mathrm{g}}_{\mathrm{M}-1}^{\mathrm{M}, \mathrm{~L}} \mathrm{n}^{-1}(-1)^{\mathrm{n}} \cos k_{n, c_{M-1}} \mathrm{~b}_{1}, \\
&+\dot{-}_{\mathrm{g}}^{\mathrm{M}, \mathrm{~L}}  \tag{2.3.11}\\
& n^{-1}(-1)^{n} \cos k_{n, c_{M-1}}\left(\mathrm{~b}_{1}+b_{2}\right) \\
&+\cdots+\bar{g}_{1}^{M, L} n^{-1}(\ldots-)^{n} \cos k_{n, c_{M-1}}\left(b_{1}+b_{2}+\cdots+b_{M-1}\right)
\end{align*}
$$

With these asymptotic expressions, the proof that all of the edge conditions are satisfied explicitly follows closely to that of the electric wall case.

Upon the substitution of (2.3.10) and (2.3.11) into equation (2.3.1)-(2.3.3) and with the subsequent substitution into (2.3.4)-(2.3.7) we arrive at an efficiently truncated linear system of equations for the perturbation coefficients. The extra equations for the Mth parallel plate region follows by use of * (page 14) and the results of appendix $C$. We obtain from the left side of (2.3.4)

from the right side of (2.3.4) we obtain
$k_{n, c_{M}} \cos \left(k_{n, c_{M}} c_{M-1}\right)\left[K_{n}^{M+1, L}\right]^{-1} g_{n}^{M+1, L} \sim \sqrt{\frac{2 \pi}{b_{M+2} c_{M}}}(-)^{n} n^{-\frac{1}{2}} \cos \left(n-\frac{1}{2}\right) \frac{\pi c_{M-1}}{c_{M}} \sum_{j=1}^{M}-\overline{g_{j}}+1, L \sin \left(k_{n, c_{M}} \sum_{\ell=1}^{j} b_{M+2-j}\right)$

Equating (2.3.12) and (2.3.13) produces the extra equations in the same mannaer as in chapter 4. Again, the extra equations arise from the oscillatory terms of different arguments times the large parameter $n$. Note that equation (2.3.11) can be expressed as a sine sieras, placing the asymptotic result more in conformity with appendix A. The choice of the extra equations for the asymptotic perturbation coefficients is the hybrid truncation method discussed in the previous section.

For brevity, we will not give the explicit form of the extra equations. The interested reader is urged to compare the preceding with equations (3.10) and (3.11) in Chapter 4.

Upon finding the perturbation coefficients, the waveguide fields as well as the fields in free space are readily found using the properties of the functions as given in Chapters 2 and 8 . In particular, the reflected TEM modal coefficients are given by:

$$
\begin{equation*}
B_{o, M+1}=\frac{T_{M}\left(-j k_{0}\right)}{2 j k_{0} b_{M+1}} \tag{2.3.14}
\end{equation*}
$$

for $M=1,2, \ldots, N-1$, and where $B_{O, M+1}$ is the reflected TEM modal coefficient in the $M+l$ th waveguide.

Other waveguide modal quantities can easily be found be recourse to the properties of the canonical function given in Chapters 2 and 8 and the use of the auxiliary geometry.

The far-field radiation pattern is also of interest for a finite array. From equation (2.3.4) of Chapter 8 and property (iii) of the same chapter, we can easily find that the spectral density for $z>0$ is given by

$$
\begin{equation*}
A(\lambda)=\frac{-T_{N}^{-}(\omega) e^{-j \lambda c_{N-1}}}{\pi j \omega} \tag{2.3.15}
\end{equation*}
$$

Hence,

$$
\phi_{A}(x, z)=\frac{j}{\pi} \int_{0}^{\infty} \frac{1}{\omega} T_{N}^{-}(\omega) e^{-j \omega c_{N}-1} e^{-\gamma z} \sin \lambda x d \lambda
$$

This integral can easily be evaluated asymptotically in the far field using the method steepest descents (Mittra and Lee, 1971) to give

$$
\phi_{A}(x, z) \simeq \sqrt{\frac{2 \pi}{k_{o} r}} e^{-j\left(k_{o} r-\pi / 4\right)} \frac{j}{4 \pi} T_{N}^{-}\left(j k_{o} \cos \theta\right) \cdot e^{-j k_{o} c_{N-1} \sin \theta}
$$

## 3. Numerical Results

### 3.1 The Electric Wall Case

This section presents the results of two studies. The first study is an examination of how the closed region results of Chapters 3 and 4 converge to the open region results. The second study considers the convergence of the open region results as a function of the number of perturbation coefficients.

Figures lo.3.1 - lo.3.1.3 illustrate the variation of the dominant mode parameters for a trifurcated waveguide with $\mathrm{k}_{0} \mathrm{~b}_{2}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{1}=0.41417$, and with $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{\mathrm{o}}$ variable from 0.2 to 20. (Note that the indices of the trifurcated waveguide dimensions must have 1 added to them to correspond to the current notation.) The data calculated using the open region analysis is shown for comparison. Note that of all the parameters that the reflection coefficient of the waveguide with dimension $k_{o} b_{I}=0.41417$ converges the fastest. (The phase is not shown but it converged even faster with a maximum deviation of only $4^{\circ}$ from the open region solution.) However, the reflection coefficient of the waveguide with $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=1.27046$ converges much slower. The same is true for the coupling coefficient. All of the data is observed to oscillate about the values computed using the open region analysis.

This data reaffirms the conclusions reached by Mittra and Richardson (1970) that the closed region problem generally converges slowly to the open region problem.

Table l0.3.1.1 illustrates the convergence of some dominant mode parameters as a function of the number of perturbation coefficients $\left(N_{p} \equiv N^{M, R} \equiv \mathbb{N}^{M, L}\right)$ using the open region analysis for the case of $k_{o} b_{1}=1.27046, k_{o} b_{2}=0.41417$.


Fig. $10.3 .2 .1 a:$ Reflection Coefficient of Trifurcated Waveguide as a Function of bl


Fig. 10.3.2.lb: Reflection Coefficient of Trifurcated Waveguide as a Function of $b_{l}$


Fig. lo.3.2.2a: Coupling Coefficient of Trifurcated Waveguide as a Function of $b_{l}$


Fig. $10.3 .2 .2 b: C o u p l i n g ~ C o e f f i c i e n t ~ o f ~ T r i f u r c a t e d ~$ Waveguide as a Function of $b_{l}$


Fig. 10.3.2.3: Reflection Coefficient of Trifurcated Waveguide as a Function of bl

Table 10.3.1.1 Convergence of Open Region Solution

$$
\begin{aligned}
& \begin{array}{rlllll}
\mathrm{N}_{\mathrm{p}} & \mathrm{~B}_{\mathrm{O}, 1}^{*} & \frac{\mathrm{~B}_{0,2}^{+}}{5} & 0.25909 & 90.222^{\circ} &
\end{array} \\
& { }^{+} T=B_{0,2} \text { with } B_{0,1}^{(0)}=1, * \text { with } \mathrm{B}_{0,1}^{(0)}=1,+\operatorname{with} \mathrm{B}_{0,2}^{(0)}=1 \text {. }
\end{aligned}
$$

Clearly five place accuracy is achieved with only a few perturbation coefficients for this case. However, the second waveguide has a width of only 0.066 . Table 10.3.1.2 illustrates the convergence of the dominant mode parameters for the case $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{1}=1.4137, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=$ 2. $82741, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{3}=2.82742$. This particular array was examined by Lee (1967). His data is also shown in the table. Note that the convergence is slower than the previous case where the waveguides were smaller. However, excellent results are still obtained. Also note that the data is in closer agreement to Lee for the central waveguides, which is to be expected since Lee used an approximation to a flush-mounted infinite ground plane while in our analysis no ground plane is assumed.

Table 10.3.1.2 Convergence of Open Region Solution


Figure 10.3.1.4 illustrates the far field radiation patterns of this same array. Note that the patterns have nulls near the angles expected from separable array theory. However, note that the null at $58^{\circ}$ has noticeably filled due to the differences in aperture illumination because of mutual coupling.

### 3.2 The Magnetic Wall Case

This section presents results similar to section 3.2 for the magnetic wall case.
Figure 10.3.2.1 illustrates the variation of the TEM reflection coefficient of a trifurcated waveguide with a magnetic symmetry wall (ref. Appendix F) with $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{\mathrm{o}}=1.27046$, $k_{o} b_{1}=0.41417$, and $k_{o} b_{2}$ variable. The data using the open region analysis is shown for

$\theta$ (degrees)
Fig. 10.3.1.4: Element Patterns for Even Excitation of Lee's Array


Fig. $10.3 .2 .1 a:$ Reflection Coefficient of Trifurcated Waveguide with Magnetic Wall as a Function of $b_{3}$

 Waveguide with Magnetic Wall as a Function of $b_{3}$

comparison. Since the center region does not support a TEM mode only the reflection coefficient of the guide with $k_{0} b_{l}=Q .41417$ is shown. Note that the convergence is slower than the electric wall case for the same geometry (ref. Figure lo.3.1.3). The data also oscillates about the value predicted using open region analysis.

Table lo.3.2.1 illustrates the convergence of this same data as a function of the number of perturbation coefficients ( $N_{p} \equiv N^{M, R} \equiv N^{M, L}$ ) using the open region analysis.

Table 10.3.2.1 Convergence of Open Region Results

| $N_{p}$ | $B_{O, 2}$ |  |
| :---: | :---: | :---: |
|  | 0.81226 | $144.70^{\circ}$ |
| 9 | 0.81227 | $144.70^{\circ}$ |

The data illustrates that five place accuracy is achieved with only a few perturbation coefficients.

Table lo.3.2.2 illustrates the convergence of the dominant mode parameters for the case $k_{0} b_{1}=1.4137, k_{0} b_{2}=2.82741, k_{0} b_{3}=2.82742$. The convergence is quite good. Also, the comparison with Lee's (1967) data is again quite good considering the difference in the presence of a ground plane.

Table lo.3.2.2 Convergence of Open Region Results

| ${ }^{\mathrm{N}} \mathrm{p}$ | $\mathrm{B}_{0,2}$ * |  | $\mathrm{B}_{0,3 *}$ |  | $T^{+}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.1304 | $75.7^{\circ}$ | 0.1981 | $72.1^{\circ}$ | 0.1147 | $-111.5^{\circ}$ |
| 7 | 0.1304 | $75.7^{\circ}$ | 0.1970 | $73.4^{\circ}$ | 0.1141 | $-110.2^{\circ}$ |
| 9 | 0.1304 | $75.7^{\circ}$ | 0.1972 | $73.0^{\circ}$ | 0.1147 | $-111.2^{\circ}$ |
| 11 | 0.1304 | $75.9^{\circ}$ | 0.1972 | $72.9^{\circ}$ | 0.1146 | $-111.1^{\circ}$ |
| 13 | 0.1304 | $75.9^{\circ}$ | 0.1971 | $73.1{ }^{\circ}$ | 0.1144 | $-110.6^{\circ}$ |
| Lee's |  |  |  |  |  |  |
| Data | 0.1299 | $76.8^{\circ}$ | 0.1877 | $77.5^{\circ}$ | 0.1146 | $-107.6^{\circ}$ |
| $\dagger T=$ | , 3 wit | $\mathrm{B}_{0,2}^{(0)}$ |  |  |  |  |

Figure $10 \cdot 3 \cdot 2.2$ shows the far-field radiation pattern of this same array.

### 3.3 Superposition of the Results for an Electric and a Magnetic Wall

Little data exists for the coupling of parallel plates without a ground plane. However, Dybdal, Rudduck, and Tsai (1966) solved the problem of coupling between two parallel plates using wedge diffraction techniques. A comparison of their data with that calculated using this theory is shown in Figure 10.3.3.1. Note that the modified function theoretic technique predicts resonant effects whenever the separation is a multiple of $0.5 \lambda$. At these separations, the wedge diffraction techniques used by Dybdal, et al. is inadequate because


Fig. 10.3.3.1: Mutual Coupling Between Two Farallel Plate Waveguides


Fig. 10.3.3.2: Phase of Mutual Coupling Between Two Parallel Plate Waveguides

Fig. 10.3.3.3: Active Reflection Coefficient of Lee's

of the modes at cutoff in the inner region with dimension d . Figure 10.3.3.2 shows the phase of the coupling coefficient for this same case. Note that the phase behaves according to the geometrical distance except near the resonances, where the phase progression is slower than free space.

In section 3.1 and 3.2 , we presented data for an array examined by Lee (1967). We shall now consider the superposition of that data to obtain the characteristics of the complete five element array. Table l0.3.3.1 shows the complete comparison of all the scattering coefficients with Lee's data. The waveguide's are numbered l-5 from the edge. Note that good correlation is obtained with Lee's data even though his data is including the effect of a simulated ground plane. However, there is a trend for the coupling coefficients to decay slower without the presence of the ground plane.

Figure 10.3.3.3 illustrates the variation of the active reflection coefficient of each element as the array is scanned. Note that the reflection coefficient varies from element to element, with the edge element reflection coefficients being asymmetrical.

Figure 10.3.3.4 illustrates the individual patterns of each element of this array as a result of mutual coupling coupling among all elements as well as the isolated element pattern. Note that the edge element patterns are asymmetrical. Note that the element patterns have a

Table 10.3.3.1 Scattering coefficients of Lee's array.

| Waveguide Excited | Reflected Mode in Guide No. | This | Theory | Lee (1967) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 0.0924 | $74.81^{\circ}$ | 0.0864 | $77.7^{\circ}$ |
| 3 | 2 | 0.1665 | -107.80 | 0.1625 | $-106.8^{\circ}$ |
| 3 | 3 | 0.2195 | $73.67^{\circ}$ | 0.2160 | $74.3{ }^{\circ}$ |
| 3 | 4 | 0.1665 | $-107.8^{\circ}$ | 0.1625 | $-106.8^{\circ}$ |
| 3 | 5 | 0.0924 | $74.81^{\circ}$ | 0.0864 | $77.7^{\circ}$ |
| 2 | 1 | 0.1712 | -105.20 | 0.1630 | $-102.3^{\circ}$ |
| 2 | 2 | 0.2212 | $74.37^{\circ}$ | 0.2165 | $75.6{ }^{\circ}$ |
| 2 | 3 | 0.1713 | -105.3 ${ }^{\circ}$ | 0.1625 | -106.8 ${ }^{\circ}$ |
| 2 | 4 | 0.0909 | $72.4{ }^{\circ}$ | 0.0867 | $73.8{ }^{\circ}$ |
| 2 | 5 | 0.0583 | -93.93 ${ }^{\circ}$ | 0.0501 | $-90^{\circ}$ |
| 1 | 1 | 0.2333 | $78.1^{\circ}$ | 0.2184 | $82.5^{\circ}$ |
| 1 | 2 | 0.1712 | $-105.2^{\circ}$ | 0.1630 | $-102.3^{\circ}$ |
| 1 | 3 | 0.0924 | $74.9{ }^{\circ}$ | 0.0864 | $77.7^{\circ}$ |
| 1 | 4 | 0.0583 | $-93.9^{\circ}$ | 0.0502 | $-90^{\circ}$ |
| 1 | 5 | 0.0411 | $103.5^{\circ}$ | 0.0354 | $104.8{ }^{\circ}$ |

finite value at $\theta= \pm 90^{\circ}$, in contrast to Lee (1967) who predicts zero values. This method of analysis would be particularly powerful in predicting wide angle scan performance of an array in the $H$ plane, where the assumption of an infinite ground plane would produce nulls at $\theta= \pm 90^{\circ}$. Note that the element grains are greater for angles away from the center elements. Also note that for these values the behavior resembles closely that of an isolated element with no ground plane. Also observe that for angles toward the center of the array that the element patterns tend to be more uniform particularly for large angles of observation.

CHAPTER 1l. REMOTE SENSING OF THE EARTH USING PARALLEL PLATE WAVEGUIDES

## 1. Introduction

The remote sensing of the earth's subsurface properties is commonly done at low frequencies in order to get the desired penetration. At these frequencies loops and dipoles are commonly used. Ward (1967) discusses the application of elementary source theory to this problem.

For the remote sensing of the earth's properties nearer the surface, moderate frequencies are used. Loops and dipoles are still commonly used; however, the antenna dimensions are no longer small compared to a wavelength. Chang (1971) has analyzed many of these problems using the numerical solution of integral equations.

At higher frequencies, waveguides can often be used instead of the more conventional loops and dipoles. Waveguides have been commonly employed at higher frequencies; however, they have been confined to measuring the Fresnel reflection coefficients. Greater sensitivity should be possible if the near fields of the antenna are allowed to interact with the earth. This will cause the characteristics of the antennas themselves to change as a function of the environment. From a theoretical viewpoint, such waveguides are more prone to an exacting analysis than dipoles and loops because waveguides do not have gap corrections and other feed modeling problems. Additionally, one might obtain increased sensitivity by using two waveguides instead of one. The coupling between the waveguides would provide this increased sensitivity.

The analysis presented in the first part of this monograph was confined to closed region problems. If a sample of the earth can be obtained conveniently, then the analysis of part l applies directly. In this case if one replaces the free space wavelength by the guide wavelength, the analysis applies to rectangular waveguide. However, generally the determination of the earth's properties must be done remotely.

This chapter considers the problem of a finite array illuminating a homogeneous half space. In essence, this chapter combines the solutions of a waveguide radiating into a half space (Chapter 9) and a finite phased array (Chapter l0). The solution is new and gives physically interesting results for such problems as the coupling of two waveguides above a half space.

### 2.1 Introduction

As in Chapter 10, we will assume a symmetry boundary parallel to the waveguides. This is not necessary, but is convenient. Hence, we will consider the superposition of the results from two problems: (1) the electric symmetry case and (2) the magnetic symmetry case.

### 2.2 The Electric Symmetry Case

Figure ll.2.2.1 illustrates the auxiliary problem. As in the case of finite phased array the problem can be further separated into two kinds of problems: (l) the interior problem, and (2) the exterior problem. The interior problem is identical to that of Chapter 10 while the exterior problem is a modification of the results of a single waveguide radiating into a homogeneous half space given in Chapter 9.

Clearly then, the $N$ holomorphic functions are identical to (2.2.1)-(2.2.3) of Chapter 10, with the exception of the function associated with the Nth plate on the open region. This function is appropriately modified to account for the higher order modes incident internally on the junction as well as the scattered field from the half space. From Chapter 8, we can find:

$$
\begin{equation*}
T_{N}(\omega)=X(\omega)\left(\frac{K_{o}^{N}}{\omega-j k_{0}}+\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{n, c_{N-1}}}-\int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right\}\right) \tag{2.2.1}
\end{equation*}
$$

where $X(\omega)$ is the homogeneous solution as given in Chapter 8 , section 3 . Changing $t$ to $-t$ in the integral we have

$$
\begin{equation*}
T_{N}(\omega)=X(\omega)\left(\frac{K_{o}^{N}}{\omega-j k_{0}}+\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{n, c_{N-1}}}-\int_{L_{1}} \frac{g^{(2)}(-t) d t}{X(-t)(t+\omega)}\right) \tag{2.2.2}
\end{equation*}
$$

From Chapter 9, we can easily derive the integral equation for $g^{(2)}(t)$ by considering the exterior problem. From Chapter 9,

$$
T^{-}(\omega)=-\pi \omega e^{j \lambda c_{N-1}} A(\lambda), \quad \omega \varepsilon L_{1}^{-}
$$

and

$$
\begin{equation*}
g^{(2)}(\omega)=\omega \sin \lambda c_{N-1} A^{O}(\lambda), \omega \varepsilon L_{2} \tag{2.2.4}
\end{equation*}
$$

But from the boundary condition at the dielectric we can relate $A(\lambda)$ and $A^{\circ}(\lambda)$.

$$
\begin{equation*}
A^{O}(\lambda)=R(\lambda) A(\lambda) \tag{2.2.5}
\end{equation*}
$$

where


$$
R(\lambda)=\frac{\varepsilon \omega-\Gamma}{\varepsilon \omega+\Gamma} e^{-2 \omega d}
$$

where

$$
\Gamma=\sqrt{\lambda^{2}-\varepsilon k_{0}^{2}}
$$

with the branch of $\Gamma$ chosen such that $\operatorname{Re}(\Gamma) \geq 0$.
Using (2.2.2)-(2.2.5), we may arrive at the following

$$
\begin{align*}
g^{(2)}(-\omega) & =\frac{\sin \lambda c_{N-1}}{\pi} R(\lambda) e^{-j \lambda c_{N-1}} x^{-}(\omega)\left(\frac{K_{o}^{N}}{\omega-j k_{o}}+\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{n, c_{N-1}}}\right. \\
& \left.-\int_{L_{1}} \frac{g^{(2)}(-t) d t}{X(-t)(\omega+t)}\right) \tag{2.2.6}
\end{align*}
$$

Considering the change of variable

$$
g^{(2)}(-\omega)=\frac{\sin \lambda c_{N-1}}{\pi} \frac{R(\lambda)}{\left(\omega-j k_{o}\right)} e^{-j \lambda c_{N-1}} X^{-}(\omega) G(\omega)
$$

we transform (2.2.6) to

$$
\begin{equation*}
G(\omega)=K_{0}^{N}+\left(\omega-j k_{0}\right)\left(\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{n, c_{N-1}}}+\int_{L_{l}^{-}} \frac{Q(t) G(t) d t}{t+\omega}\right), \quad \omega \in L_{l} \tag{2.2.7}
\end{equation*}
$$

where

$$
Q(\omega)=-\frac{\sin \lambda c_{N-1} R(\lambda) e^{-j \lambda c_{N-1}} X^{-}(\omega)}{\pi\left(\omega-j k_{o}\right) X(-\omega)}
$$

Equation (2.2.7) is the desired integral equation for $G(\omega)$.
We must also modify (2.2.8) of Chapter 10 to reflect the addition of the integral to $\mathrm{T}_{\mathrm{N}}(\omega)$. Hence,

$$
\begin{align*}
& T_{N}\left(-\gamma_{n, c_{N-1}}\right)=(-1)^{n} \gamma_{n, c_{N-1}} c_{M-1}\left[K_{n}^{N-1, R}\right]^{-1} g_{n}^{M-1, R} \\
& \quad=-X\left(-\gamma_{n, c_{N-1}}\right)\left(\frac{K_{0}^{N}}{\gamma_{n, c_{N-1}}+j k_{o}}+\sum_{m=1}^{\infty} \frac{g_{n}^{N, L}}{\gamma_{n}, c_{N-1}+\gamma_{m, c_{N-1}}}\right. \\
& \left.\quad+\int_{L_{l}^{-}} \frac{Q(t) G(t) d t}{t-\gamma_{n, c_{N-1}}}\right) \tag{2.2.8}
\end{align*}
$$

where $n=1,2,3, \ldots$. Equation (2.2.8) is also an integral equation for $G(\omega)$.

All other equations associated with the interior problem remain as given in Chapter 10.
For this particular problem, the TEM coefficients are known (ref. to (2.2.9)-(2.2.11) of Chapter 10). These equations all remain valid even in the presence of the half space.

In order to solve the integral and algebraic equations efficiently, we must consider the asymptotic behavior of the various perturbation coefficients. However, because the presence of the half space does not change or introduce any edge condition, all the asymptotic forms given in Chapter lo ((2.2.12)-(2.2.13)) are still valid.

All remaining details of the analytical solution are the same as in Chapter lo when using the new expression for $T_{N}(\omega)$.

### 2.3 The Magnetic Symmetry Case

Figure ll.2.3.l illustrates the auxiliary problem of magnetic symmetry wall case. As in the case of the electric wall, only the exterior problem rasults need to be changed from the results of Chapter 10. Hence, we need to change only the Nth holomorphic function (i.e., (2.3.3) of Chapter 10). From Chapter 8, (2.3.12) we have that

$$
\begin{equation*}
T_{N}(\omega)=X(\omega)\left(\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{2 n-1,2 c_{N-1}}}-\int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \tag{2.3.1}
\end{equation*}
$$

where $X(\omega)$ is the homogeneous solution for the magnetic wall case. Changing to $t$ in the integral we have

$$
\begin{equation*}
T_{N}(\omega)=X(\omega)\left(\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{2 n-1}, 2 c_{N-1}}-\int_{L_{l}}-\frac{g^{(2)}(-t) d t}{X(-t)(t+\omega)}\right) \tag{2.3.2}
\end{equation*}
$$

We can arrive at an integral equation for $g^{(2)}(t)$ by recalling from Chapter 8 that

$$
T_{N}^{-}(\omega)-T_{N}^{+}(\omega)=-2 \pi j \omega \cos \lambda c_{N-1} A(\lambda), \quad \omega \in L_{1}
$$

and

$$
\begin{equation*}
\mathrm{T}_{\mathrm{N}}^{-}(\omega)=-e^{j 2 \lambda c_{N-1}} \mathrm{~T}_{\mathrm{N}}^{+}(\omega), \quad \omega \varepsilon \mathrm{L}_{\mathrm{l}} \tag{2.3.4}
\end{equation*}
$$

Combining (2.3.3) and (2.3.4) yields,

$$
\begin{equation*}
T_{N}^{-}(\omega)=-j \pi \omega e^{j \lambda c_{N-1}} A(\lambda), \omega \varepsilon L_{l}^{-} \tag{2.3.5}
\end{equation*}
$$

also from (2.3.13) of Chapter 8

$$
g^{(2)}(\omega)=+\omega \cos \lambda c_{N-1} A^{\circ}(\lambda), \quad \omega \varepsilon L_{2}
$$

But from the boundary condition at the half space we can relate $A(\lambda)$ and $A^{\circ}(\lambda)$

$$
A^{O}(\lambda)=R(\lambda) A(\lambda)
$$


where

$$
R(\lambda)=\frac{\varepsilon \omega-\Gamma}{\varepsilon \omega+\Gamma} e^{-2 \omega d}
$$

and where

$$
\Gamma=\sqrt{\lambda^{2}-\varepsilon \mathrm{k}_{0}^{2}}
$$

with $\varepsilon$ being the complex permittivity of the half space. Using (2.3.5)-(2.3.7), we may arrive at the following

$$
\begin{align*}
g^{(2)}(-\omega)= & \frac{-j \cos \lambda c_{N-1}}{\pi} R(\lambda) e^{-j \lambda c_{N-1}} X^{-}(\omega) . \\
& \left(\sum_{n=1}^{\infty} \frac{g_{n}^{N}, L}{\omega-\gamma_{2 n-1,2 c_{N-1}}}-\int_{L_{1}^{-}} \frac{g^{(2)}(-t) d t}{X(-t)(t+\omega)}\right), \quad \omega \varepsilon L_{1}^{-} \tag{2.3.8}
\end{align*}
$$

Again a change of variable is made.

$$
g^{(2)}(-\omega)=\frac{j \cos \lambda c_{N-1}}{\pi} R(\lambda) e^{-j \lambda c_{N-1}} X^{-}(\omega) G(\omega)
$$

Thus we transform (2.3.8) to

$$
G(\omega)=\sum_{n=1}^{\infty} \frac{g_{n}^{N, L}}{\omega-\gamma_{2 n-1}, 2 c_{N-1}}-\int_{L_{l}^{-}} \frac{Q(t) G(t) d t}{t+\omega}
$$

where

$$
Q(\omega)=j \cos \lambda c_{N-1} R(\lambda) e^{-j \lambda c_{N-1}} \frac{X^{-}(\omega)}{\pi X(-\omega)}
$$

Equation (2.3.9) is the desired integral equation for $G(\omega)$. All other equations given in section 2.3 of Chapter 10 are valid.

## 3. Numerical Results

### 3.1 Introduction

The numerical solution of the integral equations derived in sections 2.2 and 2.3 was accomplished using Gaussian quadrature similar to that described in Chapter 9.

### 3.2 The Electric Wall Case

This section presents the results of two studies. The first study is an examination of how the closed region results of Chapters 3 and 4 converge to the open region results. The second study considers the convergence of the open region results as a function of the number of perturbation coefficients and truncation of the integral equation.

The evolution of closed region problems into open region problems is interesting due to two reasons: (l) It is interesting to examine a problem which can be solved both in the open and closed region cases to see which problem is "easier" to solve, and (2) It provides a check on the open region solution against previous closed region results.

Figures ll.3.2.1 (a)-(c) illustrate the variation of the dominant mode parameters for a dielectrically loaded trifurcated waveguide with $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=1.27046, \mathrm{k}_{\mathrm{o}} \mathrm{b}_{1}=0.41417$, and with $k_{o} b_{o}$ variable. Also, $\varepsilon_{r}=10, \sigma / k_{o}=0.01$, and $k_{o} d=1.256$. The open region data is shown for comparison. As in Chapter l0, the reflection coefficient for the smallest waveguide $\left(\mathrm{k}_{0} \mathrm{~b}_{1}=0.41417\right.$ ) converges fastest to the open region result. However, the reflection coefficient of the waveguide with $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=1.27046$ and the coupling coefficient between the two guides both converge much slower to the open region solution. However, all of the data computed is observed to oscillate about the values computed using the open region analysis. It should be noted that the convergence to the open region solution is about the same as that shown in Chapter 10 where the dielectric half space is not present. The dielectric is quite lossy and $0.2 \lambda_{0}$ away from the horn aperture. Hence, in order for the edge wall distance to become secondary, the distance to the half space, must be an even smaller fraction of a wavelength than $0.2 \lambda_{0}$.

Table ll.3.2.1 illustrates the convergence of some dominant mode parameters as a function of the number of intervals, $N$, along $L_{1}$ and the number of Gaussian quadrature points, $M_{n}$, within the nth interval for the case $\varepsilon_{r}=10, \sigma / k_{o}=0.01, k_{o}=1.256, k_{o} b_{1}=1.27046$, $\mathrm{k}_{\mathrm{o}} \mathrm{b}_{2}=0.41417$, and with $\mathbb{N}^{2, L}=\mathbb{N}^{1, R}=5$.

Table 11.3.2.1 Convergence of Open Region Solution

| N | $\mathrm{M}_{1}$ | $\mathrm{M}_{2}$ | ${ }^{\text {M }} 3$ | $\mathrm{M}_{4}$ | $\underline{M_{5}}$ | $\mathrm{B}_{0,1}{ }^{+}$ |  | $\mathrm{B}_{0,2}{ }^{+}$ |  | $\mathrm{T}^{\dagger}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 16 | 8 | -- | -- | -- | 0.19399 | $177.68^{\circ}$ | 0.87189 | $159.46^{\circ}$ | 0.50981 | -57.44* |
| 3 | 16 | 8 | 8 | -- | -- | 0.19385 | $177.66^{\circ}$ | 0.87150 | $159.39^{\circ}$ | 0.50993 | $-57.51^{\circ}$ |
| 4 | 16 | 8 | 8 | 8 | -- | 0.19385 | $177.66^{\circ}$ | 0.87149 | $159.39^{\circ}$ | 0.40993 | -57.51 ${ }^{\circ}$ |
| 5 | 16 | 8 | 8 | 8 | 8 | 0.19385 | $177.66^{\circ}$ | 0.87149 | $159.39^{\circ}$ | 0.50993 | -57.51 ${ }^{\circ}$ |
| 3 | 16 | 16 | 8 | -- | -- | 0.19412 | $177.66^{\circ}$ | 0.87147 | $159.39^{\circ}$ | 0.51002 | -57.52 ${ }^{\circ}$ |
| 3 | 16 | 16 | 16 | -- | -- | 0.19413 | $177.67^{\circ}$ | 0.87148 | $159.39^{\circ}$ | 0.51002 | $-57.52^{\circ}$ |

$$
\begin{aligned}
& +B_{0,1} \text { with } B_{0,1}^{(0)}=1, B_{0,2}^{(0)}=0 . \\
& +B_{0,2} \text { with } B_{0,2}^{(0)}=1, B_{0,1}^{(0)}=0 . \\
& +T=B_{0,2} \text { with } B_{0,1}^{(0)}=1, B_{0,2}^{(0)}=0 .
\end{aligned}
$$

Essentially five place accuracy is achieved with as few as three matching intervals and 32 match points.

Table ll.3.2.2 illustrates the convergence of the same geometry considered in Table 11.2.3.1 except as a function of the number of perturbation coefficients, $N_{p}=N^{1, R}=N^{2}, L$ and with $N=2, M_{1}=16, M_{2}=8$.

(a) Phase of $\mathrm{B}_{0,2}$

(b) Magnitude of $\mathrm{B}_{0}, 2$

Fig. Il.3.2.l: Scattering Parameters of Dielectrically Loaded Waveguide as a Function of bl

(c) Magnitude of $B_{0,3}$

Fig. li.3.2.1: Scattering Parameters of Dielectrically Loaded Waveguide as a Function of $b_{l}$
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| ${ }^{\mathrm{N}} \mathrm{p}_{\mathrm{p}}$ | $\mathrm{B}_{\mathrm{O}, 1}{ }^{*}$ |  | $\mathrm{B}_{0,2 *}$ |  | T1* |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.19399 | $177.68^{\circ}$ | 0.87189 | $159.46^{\circ}$ | 0.50981 | -57.44* |
| 7 | 0.19400 | $177.68^{\circ}$ | 0.87188 | $159.46^{\circ}$ | 0.50896 | -57.43 ${ }^{\circ}$ |
| 9 | 0.19402 | $177.68^{\circ}$ | 0.87186 | $159.46^{\circ}$ | 0.50993 | -57.43 |

This clearly illustrates that the convergence of the solution is quite good.

### 3.3 The Magnetic Wall Case

This section presents results similar to section 3.2, with one exception. No closed region data is presented since the problem of an $N$-furcated waveguide with dielectric loading and a magnetic symmetry wall was not implemented on the computer. However, an alternate check of the solution is available. Figure ll.3.3.1 illustrates the variation of the reflection coefficient of a truncated parallel plate waveguide parallel to a magnetic symmetry wall as a function of the distance from the waveguide aperture to a conducting half space. The reflection coefficient for the case of no dielectric is shown for comparison. One notes that the reflection coefficient for the case with the dielectric oscillates about the no dielectric case, symmetrically and with progressively smaller amplitude.

Table ll.3.3.1 shows the convergence of the dominant mode reflection coefficient for the following parameters: $\varepsilon_{r}=10, \sigma / k_{o}-0.01, k_{o} d=1.256, k_{o} b_{1}=1.25046, k_{o} b_{2}=0.41417$ and $\mathbb{N}^{l, R}=\mathbb{N}^{2, L}=\mathbb{N}_{p}$. $N$ is the number of segments along $L_{1}$ and $M_{n}$ is the number of matching points within the nth interval.

Table ll.3.3.1 Convergence of Open Region Solution

| ${ }^{N}{ }_{p}$ | ${ }^{N}$ | $M_{1}$ | $M_{2}$ | $M_{3}$ | $M_{4}$ | $B_{0,2}$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 3 | 4 |  | 4 | 4 | -- | 0.74420 |
|  | $147.98^{\circ}$ |  |  |  |  |  |  |
| 7 | 3 | 6 | 6 | 6 | -- | 0.75396 | $147.91^{\circ}$ |
| 7 | 3 | 8 | 8 | 8 | -- | 0.75322 | $147.80^{\circ}$ |
| 7 | 3 | 10 | 10 | 10 | -- | 0.75304 | $147.81^{\circ}$ |
| 7 | 3 | 12 | 12 | 12 | -- | 0.74313 | $147.81^{\circ}$ |
| 7 | 4 | 12 | 12 | 12 | 12 | 0.75313 | $147.80^{\circ}$ |
| 7 | 3 | 16 | 8 | 16 | -- | 0.75317 | $147.81^{\circ}$ |
| 5 | 3 | 16 | 8 | 16 | -- | 0.75316 | $147.80^{\circ}$ |
| 9 | 3 | 16 | 8 | 16 | -- | 0.75317 | $147.80^{\circ}$ |

Again, excellent convergence is observed, both with respect to approximation of the continuous as well as discrete parts of the problem.

### 3.4 Superposition of the Results

The title to this chapter suggests the use of waveguides to remotely sense the parameters of the earth. In this case, we are suggesting a locally plane approximation as well as a homogeneous half space.

(a) Magnitude of Reflection Coefficient

(b) Phase of Reflection Coefficient

Fig. 11.3.3.1: Variation of the Reflection Coefficient of the Magnetic Wall Case as a Function of Distance
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Fig. ll.3.4.3: Coupling Between Two Parallel Plate
Waveguides Radiating into a Dielectric
Half Space as a Function of the Dielectric Parameters

Figure ll.3.4.1 illustrates reflection coefficient of one of two $0.4 \lambda_{0}$ waveguides spaced $0.5 \lambda_{0}$ apart with respect to their centers, at a distance of $0.1 \lambda_{0}$ away from a half space. The variation of the permittivity and conductivity cause the reflection coefficient to change quite noticeably. In fact, the variation is quite similar to that of a single $0.4 \lambda_{\text {o }}$ waveguide given in Chapter 9, in figure 9.4.3, as indeed it should be. Figure 11.3.4.2 illustrates this same data matched to the impedance of a single waveguide looking into free space. Again, this is quite similar to the data of Chapter 9, and resembles quite closely the normally incident Fresnel reflection coefficient. Figure ll.3.4.3 illustrates the the coupling coefficient between the two waveguides as a function of variation of the half space parameters. One should observe that the phase of the coupling coefficient varies over about $20^{\circ}$ while the magnitude varies between about 0.15 to 0.3 . This is to be compared with about $40^{\circ}$ of change in the phase of the matched reflection coefficient and an amplitude of the matched reflection coefficient varying from about 0.15 to 0.6 .

Hence, in this particular case it appears as if the pair of antennas is of little further help in solving the inverse problem of determining $\varepsilon_{r}$ and $\sigma$, as compared with a single antenna. However, this is not to say that the coupling coefficient may not be useful in this determination. Additionally, the coupling coefficient might prove to be more sensitive to variation for such problems as layered earth models or buried dielectric anomalies.

## CHAPTER 12. OTHER OPEN REGION PROBLEMS

## 1. Introduction

The purpose of this chapter is to illustrate the ease of application of the modified function theoretic technique to some additional open region problems. In particular the following problems are solved using the modified function theoretic technique: (l) a flanged waveguide radiating into half space, (2) scattering by a thick semi-infinite plane, and (3) radiation from a slot in a waveguide.

A flanged waveguide radiating into a grounded dielectric sheath has been solved by Wu (1969) using moment methods. Also Kostelnicek and Mittra (1969, 1971) discuss the solution of the problem of a flanged waveguide radiating into a dielectric slab using the modified function theoretic technique. In their 1971 paper they make the erroneous statement that the associated homogeneous Hilbert problem cannot be solved in closed form. Indeed the solution of this problem is quite straightforward using the techniques we have developed in chapter 8.

The scattering by a thick semi-infinite plane has been solved by Lee and Mittra (1968) using the generalized scattering matrix technique. The solution given in this chapter serves to illustrate the use of the modified function theoretic technique when the incident field is a plane wave.

Another problem of interest is the radiation from a slot in a waveguide wall. This problem is a simple extension of the problem of a waveguide radiating into a half space given in Chapter 9.

The geometry of this problem and its auxiliary problem are shown in Figure 12.2.1. From Chapter 8 we can clearly write the holomorphic function $T(\omega)$ as

$$
\begin{equation*}
T(\omega)=X(\omega)\left(\frac{K_{0}}{\omega-j k_{0}}+\int_{L_{1}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \tag{2.2}
\end{equation*}
$$

where

$$
X(\omega)=H_{1}(\omega)\left(\omega-j k_{o}\right) \pi\left(\omega, \gamma_{b}\right) \exp \left\{\frac{b \sqrt{\omega^{2}+k_{o}^{2}}}{\pi}\left(\ln \left(\frac{\omega-\sqrt{\omega^{2}+k_{o}^{2}}}{k_{o}}\right)+\frac{j \pi}{2}\right)\right\}
$$

where

$$
H_{l}(\omega)=\exp \left\{\frac{\omega b}{\pi}\left(1-C_{\ell}-\ln \left(\frac{k_{o}^{b}}{2 \pi}\right\}\right)-\frac{j \pi b}{2}\right\}
$$

From Chapter 8 we have that

$$
\begin{array}{ll}
g^{(I)}(\omega)=-\omega \sin \lambda b e^{j \lambda b} C^{O}(\lambda), & \omega \varepsilon L_{1} \\
g^{(2)}(\omega)=\omega \sin \lambda b A^{O}(\lambda), & \omega \varepsilon L_{2} \tag{2.3b}
\end{array}
$$

Also we have

$$
\begin{equation*}
T^{-}(\omega)-T^{+}(\omega)=-2 \pi j \omega \sin \lambda b A(\lambda), \quad \omega \varepsilon L_{l} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{T}^{+}(-\omega)+T^{-}(-\omega)=2 \pi \omega\left[\cos \lambda b A^{\circ}(\lambda)-C(\lambda)\right], \quad \omega \in L_{1} \tag{2.5}
\end{equation*}
$$

However, the spectra are related at $\mathrm{z}=\mathrm{d}$ and at $\mathrm{z}=-\delta$ by the following

$$
\begin{equation*}
C^{O}(\lambda)=R_{C}(\lambda) C(\lambda) \tag{2.6}
\end{equation*}
$$

where

$$
R_{C}(\lambda)=\frac{\varepsilon^{\prime} \omega-\Gamma^{\prime}}{\varepsilon^{\prime} \omega+\Gamma^{\prime}} e^{-2 \omega \delta}
$$

and

$$
\begin{equation*}
A^{O}(\lambda)=R_{A}(\lambda) A(\lambda) \tag{2.7}
\end{equation*}
$$

where

$$
R_{A}(\lambda)=\frac{\varepsilon \omega-\Gamma}{\varepsilon \omega+\Gamma} e^{-2 \omega d}
$$

Using the property of $X(\omega)$ that

$$
X^{-}(\omega)=X^{+}(\omega) e^{j 2 \lambda b}, \quad \omega \varepsilon L_{\perp}
$$


(a) The Auxiliary Problem

(b). The Final Problem

Fig. l2.2.I: Flanged Waveguide Radiating into a Half Space
we can immediately write (2.4) as

$$
\begin{aligned}
& X^{-}(\omega) 2 j e^{-j \lambda b} \sin \lambda b\left(\frac{K_{0}}{\omega-j k_{o}}+P V \int_{L_{1}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \\
& \quad+2 \pi j g^{(1)}(\omega) e^{-j \lambda b} \cos \lambda b=-2 \pi j \omega \sin \lambda b A(\lambda), \quad \omega \varepsilon L_{1}
\end{aligned}
$$

The principal value of the integral associated with $L_{l}^{-}$has to be taken. Then using (2.7) and (2.3b) we arrive at the following integral equation

$$
\begin{align*}
& X^{-}(\omega) e^{-j \lambda b} \sin \lambda b\left(\frac{K_{0}}{\omega-j k_{o}}+P V \int_{L_{l}^{-}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-\int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \\
& \quad+\pi g^{(1)}(\omega) e^{-j \lambda b} \cos \lambda b=\pi R_{A}^{-1}(\lambda) g^{(2)}(-\omega), \quad \omega \varepsilon L_{1} \tag{2.8}
\end{align*}
$$

Equation (2.8) is just the extension of equation (2.5) of Chapter 9. Similarly for $\omega \varepsilon L_{2}$ we know that

$$
X^{-}(\omega)=X^{+}(\omega)=X(\omega)
$$

hence we can write (2.5) explicitly as

$$
\begin{align*}
& X(\omega)\left(\frac{K_{o}}{\omega-j k_{o}}+\int_{L_{1}^{-}} \frac{g^{(1)}(t) d t}{X^{-}(t)(t-\omega)}-P V \int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \\
& =\frac{-\pi}{\sin \lambda b}\left(\cos \lambda b g^{(2)}(\omega)-e^{-j \lambda b} R_{C}^{-1}(\lambda) g^{(1)}(-\omega)\right), \quad \omega \varepsilon L_{2} \tag{2.9}
\end{align*}
$$

Equation (2.9) is just the extension of equation (3.5) of Chapter 8.
Equations (2.8) and (2.9) are simultaneous integral equations for the unknown functions $g^{(1)}(\omega)$ and $g^{(2)}(\omega)$. Note that in each equation we have a Cauchy principle value integral in contrast to the previous cases where the integrals existed in the usual Riemann sense. We will not give any numerical results here but we are in a position to discuss the asymptotic behavior of the unknowns. However, before doing this it is convenient to make a transformation of variables similar to those used for the flanged guide and the radiation into a half space. Thus consider
-

$$
\begin{equation*}
g^{(2)}(-\omega)=\frac{K_{o} \sin \lambda b R_{A}(\lambda)}{\pi\left(\omega-j k_{o}\right)} e^{-j \lambda b} X^{-}(\omega) G^{(2)}(\omega), \quad \omega \varepsilon L_{1} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{(1)}(\omega)=\frac{-K_{0} \sin \lambda b}{\pi\left(\omega+j k_{0}\right)} e^{j \lambda b} R_{C}(\lambda) X(-\omega) G(1)(\omega), \quad \omega \varepsilon L_{1} \tag{2.11}
\end{equation*}
$$

Using (2.10) and (2.11), (2.8) becomes

$$
\begin{align*}
& \left(\frac{l}{\omega-j k_{0}}+P V \int_{L_{l}^{-}} \frac{Q^{(1)}(t) G^{(1)}(t) d t}{t-\omega}+\int_{L_{2}^{+}} \frac{Q^{(2)}(t) G^{(2)}(-t) d t}{t-\omega}\right) \\
& \quad+\pi \cot \lambda b Q^{(1)}(\omega) G^{(1)}(\omega)=\frac{G^{(2)}(\omega)}{\omega-j k_{0}}, \omega \varepsilon L_{l} \tag{2.12}
\end{align*}
$$

where

$$
Q^{(l)}(\omega)=\frac{-\sin \lambda b R_{C}(\lambda) e^{j \lambda b} x(-\omega)}{\pi\left(\omega+j k_{o}\right) X^{-}(\omega)}, \omega \varepsilon L_{l}
$$

and

$$
Q^{(2)}(\omega)=\frac{\sin \lambda b R_{A}(\lambda) e^{-j \lambda b} X^{-}(-\omega)}{\pi\left(\omega+j k_{0}\right) x(\omega)}, \omega \varepsilon L_{2}
$$

Similarly, using (2.10) and (2.11), (2.9) becomes

$$
\begin{align*}
{\left[\frac{1}{\omega-j k_{o}}\right.} & +\int_{L_{l}^{-}} \frac{Q^{(1)}(t) G^{(1)}(t) d t}{t-\omega}+P V \int_{L_{2}^{+}} \frac{Q^{(2)}(t) G^{(2)}(-t) d t}{t-\omega} \\
& =\pi \cot \lambda b Q^{(2)}(\omega) G^{(2)}(-\omega)+\frac{G^{(1)}(-\omega)}{\omega-j k_{o}}, \omega \varepsilon L_{2} \tag{2.13}
\end{align*}
$$

Now from Chapters 8 and 9 we have already found that

$$
Q^{(2)}(-\omega)=0\left\{\frac{e^{-2 \pi d}}{\omega}\right\} \quad|\omega| \rightarrow \infty, \omega \in L_{1}
$$

and

$$
G^{(2)}(\omega)=0(1), \quad|\omega| \rightarrow \infty, \omega \varepsilon L_{2}
$$

and we know that integrals involving $G^{(2)}(\omega)$ can be truncated because of the exponential decay of $Q^{(2)}(\omega)$. Also we have previously found that

$$
Q^{(1)}(\omega)=O\left(\omega^{-1}\right),|\omega| \rightarrow \infty, \omega \varepsilon \Sigma_{1}
$$

and

$$
G^{(I)}(\omega)=O\left(\omega^{-\Delta}\right),|\omega| \rightarrow \infty, \omega \varepsilon L_{2}
$$

where

$$
\Delta=\frac{1}{\pi} \sin ^{-1}\left(\frac{\varepsilon^{\prime}-1}{2\left(\varepsilon^{\prime}+1\right)}\right)
$$

For the edge condition to be explicitly satisfied at $z=0, x=b$, we can write

$$
\begin{equation*}
Q^{(I)}(\omega) G^{(I)}(\omega)=\bar{G} \omega^{-I-\Delta}, \omega>\omega_{0} \quad \omega \varepsilon L_{1} \tag{2.14}
\end{equation*}
$$

In order to insure that the edge condition is explicitly satisfied we must insure that

$$
\sin \lambda b A(\lambda)=0\left(\lambda^{-3 / 2-\Delta}\right),|\lambda| \rightarrow \infty
$$

Then from (2.4) or equivalently (2.12) we see that the following term must vanish in order that $G^{(2)}(\omega)=O\left(\omega^{-\Delta}\right)$.

$$
I+\int_{L_{7}} Q^{(1)}(t) G^{(1)}(t) d t+\int_{L_{1}} Q^{(2)}(-t) G^{(2)}(t) d t=0
$$

or

$$
\begin{equation*}
1+\int_{L_{1}}^{\left(\omega_{0}\right)} Q^{(1)}(t) G^{(1)}(t) d t+\bar{G} \frac{\omega_{O}^{-\Delta}}{\Delta}+\int_{L_{-}^{-}} Q^{(2)}(-t) G^{(2)}(t) d t=0 \tag{2.15}
\end{equation*}
$$

Equation (2.15) is merely the extension of equation (3.13) of Chapter 8.
Before concluding this section, it is in order to briefly discuss the method of numerical solution that one might use in solving (2.12) and (2.13). Note that in contrast to the equations obtained in the solution of flanged waveguide and the solution of a waveguide radiating into a homogeneous half space that equations (2.12) and (2.13) require the evaluation of Cauchy principle value integrals. Hence any numerical approximation technique used for the solution of these equations must account for the principle value integrals. As noted by Kostelnicek and Mittra (1969, 1971) one possible alternative is to change the paths of integration. However, when doing this the new path of integration is rather arbitrary and may introduce more numerical difficulty than the original path.

## 3. Scattering by a Thick Semi-Infinite Plane

Figure l2.3.1 illustrates the geometry of the thick semi-infinite plane as well as the auxiliary problem. For simplicity we are only solving the electric boundary case. In general, incidence at an arbitrary angle requires that the magnetic symmetry problem be solved in addition to the electric case. However, the method is clearly illustrated from just the electric solution.

From Chapter 8 we see that the solution of the problem may be found from the holomorphic function

$$
\begin{equation*}
T(\omega)=X(\omega)\left(\sum_{n=0}^{\infty} \frac{g_{n}}{\omega-\gamma_{n b}}-\int_{L_{2}} \frac{g^{(2)}(t) d t}{X(t)(t-\omega)}\right) \tag{3.1}
\end{equation*}
$$


(a) Auxiliary Problem

(b) Half Plane Geometry

Fig. l2.3.I: The Thick Half Plane
where $X(\omega)$ is the homogeneous solution. Since the incident field is a plane wave we have

$$
A^{0}(\lambda)=A_{0} \delta\left(\omega-j k_{0} \cos \theta_{0}\right), \omega \varepsilon L_{l}
$$

where $\delta(\cdot)$ is the Dirac delta function and hence

$$
g^{(2)}(-\omega)=-\omega \sin \lambda b A_{0} \delta\left(\omega-j k_{0} \cos \theta_{0}\right), \quad \omega \varepsilon L_{1}
$$

Thus

$$
\begin{equation*}
\int_{L_{2}^{+}} \frac{g^{(2)}(t) d t}{x(t)(t-\omega)}=\int_{L_{1}^{-}} \frac{g^{(2)}(-t) d t}{x(-t)(t+\omega)}+\frac{-j k_{0} \cos \theta_{0} A_{0} \sin \left(k_{0} b \sin \theta_{0}\right)}{x\left(-j k_{0} \cos \theta_{0}\right)\left(\omega+j k_{0} \cos \theta_{0}\right)} \tag{3.2}
\end{equation*}
$$

Note that in the limiting case as $\theta_{0} \rightarrow 0^{\circ}$, that the electric solution furnishes the complete solution to the problem.

In order to find an equation for $g_{n}$ we use the knowledge that $z=-\delta$ that

$$
\begin{equation*}
B_{m}^{(o)}=B_{m} R_{m} \tag{3.3}
\end{equation*}
$$

where

$$
R_{m}=\frac{\varepsilon \gamma_{m b}-\Gamma_{m b}}{\varepsilon \gamma_{m b}+\Gamma}{ }_{m b} e^{-2 \delta \gamma_{m b}}
$$

where

$$
r_{m b}=\left(\frac{m \pi}{b}\right)^{2}-\varepsilon k_{0}
$$

Then using (v) of Chapter 8 , section 2 , we have

$$
\begin{align*}
(-1)^{\mathrm{m}+1} \mathrm{~T}\left(-\gamma_{\mathrm{mb}}\right) & =-\gamma_{m b} \quad b \varepsilon_{m} B_{m} \\
& =-\gamma_{m b} b \varepsilon_{m} R_{m}^{-1} B_{m}^{(o)} \tag{3.4}
\end{align*}
$$

but from (i) of Chapter 8, section 2, we have

$$
\begin{align*}
(-1)^{m+1} T\left(\gamma_{m b}\right) & =\gamma_{m b} b \varepsilon_{m} B_{m}^{(o)} \\
& = \begin{cases}(-1) \frac{x^{(m)}\left(\gamma_{m b}\right)}{\gamma_{m b}} g_{m} & m>0 \\
-X^{(0)}\left(j k_{o}\right) g_{o} & m=0\end{cases} \tag{3.5}
\end{align*}
$$

where $X^{(m)}\left(\gamma_{m b}\right)$ indicates that the mth zero at $\gamma_{m b}$ is to be omitted. Hence we can write in general

$$
\begin{equation*}
g_{m}=\lambda_{m} B_{m}^{(0)} \tag{3.6}
\end{equation*}
$$

where $\lambda_{m}$ is defined by (3.5). Using (3.6) in (3.4) we have

$$
\begin{gather*}
(-1)^{m+1} X\left(-\gamma_{m b}\right)\left(-\sum_{n=0}^{\infty} \frac{g_{n}}{\gamma_{m b}+\gamma_{n b}}+\frac{j k_{o} \cos \theta_{o} A_{o} \sin \left(k_{o} b \sin \theta_{o}\right)}{X\left(-j k_{o} \cos \theta_{o}\right)\left(j k_{o} \cos \theta_{o}-\gamma_{m b}\right)}\right)  \tag{3.7}\\
=-\gamma_{m b} b \varepsilon_{m} R_{m}^{-1} \lambda_{m}^{-1} g_{m}, \quad m=0,1,2, \ldots
\end{gather*}
$$

Equation (3.7) is an infinite matrix equation for $g_{m}$.
In order to truncate (3.7) efficiently, let us investigate the asymptotic behavior of $g_{m}$. We may follow a procedure similar to that used for the E-plane step in Chapter 2 and find that

$$
g_{n}=O\left(n^{-1-\Delta}\right)
$$

where

$$
\Delta=\frac{1}{\pi} \sin ^{-1}\left(\frac{(\varepsilon-1)}{2(\varepsilon+1)}\right)
$$

Also if $g_{m}=\bar{g} m^{-1-\Delta}$ for $m>N$, then we can easily show that

$$
\begin{equation*}
\sum_{n=0}^{N} g_{n}+\bar{g} \sum_{n=N+1}^{\infty} n^{-1-\Delta}+\frac{j k_{0} \cos \theta_{0} A_{0} \sin \left(k_{0} b \sin \theta_{0}\right)}{X\left(-j k_{o} \cos \theta_{0}\right)}=0 \tag{3.8}
\end{equation*}
$$

From Chapter 10 we know that the far field for $z>0$ is determined by

$$
\begin{equation*}
T\left(j k_{o} \cos \theta\right) e^{-j k_{o} b \sin \theta} \tag{3.9}
\end{equation*}
$$

and thus upon solving for $g_{n}$ and $\bar{g}$ we can easily find the far field scattering pattern. One should note that as $\theta_{0} \rightarrow 0$ that the term involving $A_{0}$ becomes singular and it would appear that we do not have a proper solution. However, for the case of $\theta_{0}=0$, the waveguide walls are orthogonal to the incident electric field and the equations given in Chapter 8 are incomplete. In this case there will be an additional term

$$
-2 j k_{o} b A_{o} e^{j k_{o} z_{o}} \delta_{m o}
$$

on the left hand side of (2.2.6) of Chapter 8 and an additional term will be present in (2.2.10) of Chapter 8 . Thus we have that

$$
\begin{equation*}
(-1)^{m_{T}\left(-\gamma_{m b}\right)}=\gamma_{m b} b \varepsilon_{m} B_{m} e^{\gamma_{m b} z_{o}}-2 j k_{o} b A_{o} e^{j k_{o} z_{o}} \delta_{m o} \tag{3.10}
\end{equation*}
$$

In this case (3.7) must be modified to be

$$
\begin{equation*}
(-1)^{m} x\left(-\gamma_{m b}\right)\left(\sum_{n=0}^{\infty} \frac{g_{n}}{\gamma_{m b}+\gamma_{n b}}\right)=\gamma_{m b} b \varepsilon_{m} R_{m}^{-1} B_{m}^{(o)}-2 j k_{o} b A_{o} \delta_{m o} \tag{3.11}
\end{equation*}
$$

## 4. Radiation From a Slot in a Waveguide Wall

This section serves as a forum for presenting some results using the theory of Chapter 9. In particular, if one considers the case of a waveguide radiating into a half space, a slot in the waveguide wall can be simulated by superposition of the case where the half space is allowed to become either a perfect electric or magnetic conductor.

For TEM excitation this type of slot is known as a series slot, because the equivalent circuit is just a series admittance.

Figure 12.4.1 shows the series conductance and susceptance as a function of slot width for the case of $(2 b / \lambda)=0.278$. For this particular case the slot is resonant at a slot width of about 0.2 wavelengths.

## CHAPTER 13. CONCLUSIONS (PART II)

This part of the monograph has presented the MRCT and MFTT solution of a new class of open region problems. The approach has been to solve a canonical problem of a semi-infinite parallel plate waveguide with known incident fields. The solution of composite problems is readily found from the associated auxiliary problem. Many of the problems solved in this part were combined open and closed region problems for which the results of part I of this monograph were also applicable. An example is the finite phased array. The auxiliary problem may be recognized to be composed of an $N$-furcated waveguide and a semi-infinite parallel plate waveguide.

This particular problem is essentially the open region analogue of the $N$-furcated waveguide and its modifications as given in part I of this monograph.

The convergence of the solutions is rapid and only requires a small number of perturbation coefficients or a limited representation of a continuous perturbation spectrum.

Several physically interesting problems were solved. Among these were the problem of radiation of a waveguide into a homogeneous half space. This solution indicates that remote sensing of the earth is quite feasible even when the earth is in the near field of the waveguide aperture. Even in the near field, one is able to relate the reflection coefficient to the normally incident Fresnel reflection coefficient. The primary difference is that the argand diagram is rotated. This same problem was also solved for the case of two waveguides. For the case of a homogeneous earth, no particular advantage of measuring the coupling coefficient was observed. However, this may not hold true for such problems as the remote sensing of dielectric anomalies or in layered media.

Another problem of physical interest is the problem of a finite phased array without a ground plane. The analysis to date has assumed an infinite ground plane (or some approximation


Fig. 12.4.1: Series Slot Admittance
to it) in order to simplify the analysis. This is a good approximation if one is only interested in the array patterns near broadside. However, for wide angle scanning arrays the correlation is increasingly bad because of ground plane effects. It should also be noted that this analysis can be easily extended to the case of a finite ground plane.

Solutions are also indicated for more complicated problems such as a flanged waveguide radiating into a layered media.

## CHAPTER 14. COMMENTS AND FINAL SUMMARY

This monograph has endeavored to fill the gaps that existed in the modified residue calculus and modified function theoretic techniques. The key to this realization has been the identification of certain canonical problems. In part $I$, the canonical problem was the bifurcated waveguide filled with homogeneous media. For part II, the canonical problem was the semi-infinite parallel plate waveguide. These choices of canonical problems were made because of the cartesian nature of problems were to be solved. This choice of canonical problems is by no means an implied limitation of the MRCT and MFTT. For example, a wide range of problems dealing with the modification of semi-infinite circular or coaxial waveguide can be solved in the same manner. For example, one can solve the problem of a noncontacting coaxial short by recognizing that it is a modification of the coaxial bifurcated junction. Such a solution would involve the construction of two holomorphic functions, one with a single modification and the other with a double modification.

One can also solve a wide class of modified semi-infinite circular and coaxial open region waveguide problems. The primary difficulty in this case compared to the closed region is that the solution of the associated homogeneous Hilbert problem must be obtained numerically. However, efficient techniques for this factorization may be found in Weinstein (1969) as well as Mittra and Lee (1971). This canonical problem admits the possibility of solving such problems as a flanged circular waveguide radiating into a homogeneous half space. Also the problem of a flanged (or un-flanged) coaxial waveguide radiating into free space or a layered half space can be solved using the techniques.

Other canonical problems which offer interesting possibilities are the open and closed region problems concerned with the excitation of surface wave on a grounded dielectric slab by a semi-infinitely long parallel-plate waveguide filled with the same dielectric. This problem cannot be solved in closed form, but Bates and Mittra (1968) have given efficient numerical schemes for the factorization. This canonical problem allows one to solve two interesting problems. The first is the diffraction and scattering of waves from a dielectric step in a waveguide. This problem was solved by Royer and Mittra (1971) and is also discussed in Chapter 5 of this monograph. The open region canonical problem allows one to solve the open region analogue of the dielectric step, the semi-infinite dielectric waveguide. This problem has not yet received a satisfactory analytical solution. One cannot, however, solve the coaxial and circular analogue of these parallel plate problems because the hybrid nature of the mode structure does not permit a solution of this form.

One area which was not explored in this monograph was the ultimate use of asymptotics. Most of the numerical solutions given displayed several place accuracy with only a few perturbational terms or only a few sample points of a continuous perturbational spectrum.

The logical course one can follow from this is to solve problems using the MRCT and the MFTT using only the asymptotic terms. Such solutions should easily have two place accuracy and be quite sufficient for many engineering tasks. This technique might be comparible to say the geometrical theory of diffraction where nominally two place accuracy is obtained (Yee, Felson, and Keller, 1968). In fact, an investigation into the connection between these two techniques might prove very fruitful.

Yet another area of investigation appears to be the very nature of the solutions themselves. In essence, both the MRCT and the MFTT seek solutions by expanding the spectral representations of the fields using their singularities. In this case the singularities are either simple poles or branch points. This is very similar to the singularity expansion method (SEM) expounded by Baum (1973) for solving electromagnetic transient problems. This leads one to ask the question if more complicated problems which do not have Wiener-Hopf type canonical problems, can be solved using the same basic technique. One would then depend on a numerical technique such as the method of moments to solve the canonical problem.

Both the MRCT and the MFTT have their foundation in the generalized scattering matrix technique (GSMT). As an alternative to the development of the MRCT and the MFTT one might also consider extending the GSMP to include asymptotic terms. Such terms would compensate for the major weakness of the GSMP: the failure to change the edge condition to conform with the known asymptotic solution. In fact, this particular technique might prove to be more powerful than either the MRCT or the MFTT since it is not limited to problems which are basically two dimensional in nature.

In is hoped that these comments will be useful to the researcher interested in the extension of these techniques.
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From Mittra and Lee (1971) it is easy to show that $E_{x}$ must behave as $\left|x-x_{1}\right|^{-1 / 2}$ as $x \rightarrow x_{1}$ with $z=z_{0}$. Similarly, $E_{z}$ must behave as $\left|z-z_{0}\right|^{-1 / 2}$ as $z \rightarrow z_{o}$ and $x=x_{1}$. Thus, according to the field expression given in section 2.2 , chapter 2 of part $I$, we have

$$
\begin{align*}
& \lim _{x \rightarrow x_{1}} \sum_{n=1}^{\infty} n B_{n} e^{\gamma_{n b^{z}} o} \cos \frac{n \pi}{b}\left(x-x_{o}\right) \alpha\left(x_{1}-x\right)^{-1 / 2}  \tag{A.1}\\
& \lim _{x \rightarrow x_{1}} \sum_{n=1}^{\infty} n C_{n} e^{\gamma_{n c} z_{o}} \cos \frac{n \pi}{c}\left(x-x_{1}\right) \alpha\left(x-x_{1}\right)^{-1 / 2}  \tag{A.2}\\
& \lim _{g \rightarrow z_{0}} \sum_{n=1}^{\infty} n A_{n} e^{-\gamma_{n a}{ }_{0}} \sin \frac{n \pi}{a}\left(x_{1}-x_{o}\right) e^{-\left(z-z_{o}\right) n \pi / a} \alpha\left(z-z_{o}\right)^{-1 / 2} \tag{A.3}
\end{align*}
$$

In order to find the asymptotic behavior of $A_{n}, B_{n}$ and $C_{n}$, one only needs to realize that the following two summations;

$$
\sum_{n=1}^{\infty} n^{-1 / 2} \cos \delta n \quad \text { and } \quad \sum_{n=1}^{\infty} n^{-1 / 2} e^{-\delta n}
$$

can be approximated for small $\delta$, by integrals of the form

$$
\int_{1}^{\infty} n^{-1 / 2} \cos \delta n d n \quad \text { and } \quad \int_{1}^{\infty} n^{-1 / 2} e^{-\delta n} d n
$$

which are known immediately as $(\pi \delta / 2)^{-1 / 2}$ and $(\pi \delta)^{-1 / 2}$ when $\delta \rightarrow 0$. Thus, by setting $\delta=x_{1}-x$ in (A.1), $\delta=\left(x-x_{1}\right)$ in (A.2) and $\delta=\left(z-z_{0}\right)$ in (A.3), we find

$$
\begin{align*}
& B_{n} e^{n b^{z} \circ}=0\left[(-1)^{n} n^{-3 / 2}\right]  \tag{A.4}\\
& C_{n} e^{n c^{z} o}=0\left[n^{-3 / 2}\right]  \tag{A.5}\\
& A_{n} e^{-\gamma_{n a^{z}}{ }^{z}} \sin \frac{n \pi b}{a}=0\left[n^{-3 / 2}\right], \tag{A.6}
\end{align*}
$$

Now since $\sin ^{2}(n \pi b / a)=0(1)$, we obtain by multiplying $\sin (n \pi b / a)$ on both sides of (A.6), an alternative form

$$
\begin{equation*}
A_{n} e^{-\gamma_{n a} a_{0}}=0\left[n^{-3 / 2} \sin (n \pi b / a)\right] \tag{A.7}
\end{equation*}
$$

Using property (vii) of section 2 and (A.4) we see that

$$
\begin{equation*}
T(\omega)=O\left(\omega^{-1 / 2}\right) \tag{A.8}
\end{equation*}
$$

for $\omega=-\gamma_{m b}, m \rightarrow \infty$. Using property (vi) of section 2, Chapter 2 and (A.5), (A.8) is true for $\omega=-\gamma_{m c}, m \rightarrow \infty$. Similarly using property (ii) of section 2 and (A.7), we have

$$
\operatorname{RES}\left[T, \gamma_{n a}\right]=O\left(n^{-1 / 2} \sin ^{2} \frac{n \pi b}{a}\right)
$$

for $n \rightarrow \infty$. This is equivalent to saying (A.8) holds as $\omega \rightarrow \gamma_{n a}, n \rightarrow \infty$ (see Royer and Mittra, 1972). Hence we have that

$$
\begin{equation*}
T(\omega)=0\left(\omega^{-1 / 2}\right) \quad|\omega| \rightarrow \infty \tag{A.9}
\end{equation*}
$$

Consider

$$
\begin{equation*}
S=\sum_{n=N+1}^{\infty} \frac{n^{-1-\Delta}}{\omega-n} \tag{B.2}
\end{equation*}
$$

In order to examine this sum for $|\omega| \rightarrow \infty$ we follow Evgrafov (1961) and examine the contour integral

$$
\begin{equation*}
S^{l}=\frac{1}{2 j} \int_{\sum} \frac{\alpha^{-1-} \cot \alpha \pi d \alpha}{\omega-\alpha} \tag{B.2}
\end{equation*}
$$

where the contour is shown in Figure B-l.
Following Evgrafov (1961) we first evaluate the integral by residues

$$
\begin{equation*}
S^{1}=\sum_{n=N+1}^{\infty} \frac{n^{-l-\Delta}}{\omega-n}+\pi \omega^{-1-\Delta} \cot \omega \pi \tag{B.3}
\end{equation*}
$$

for $R \rightarrow \infty$ and Re $\omega>\theta$. But let us now seek an alternate representation of (B.2). Note that

$$
\begin{equation*}
\cot \alpha \pi \rightarrow-j \operatorname{sign}\left(\alpha_{i m a g}\right),\left|\alpha_{i m a g}\right| \rightarrow \infty \tag{B.3}
\end{equation*}
$$

and hence let us examine

$$
\begin{aligned}
S^{1}= & \frac{-1}{2 j} \int_{C_{\theta}} \frac{\alpha^{-1-\Delta}(\cot \alpha \pi+j) d \alpha}{\omega-\alpha}+\frac{1}{2} \int_{C_{\theta}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha} \\
& +\frac{1}{2 j} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta}(\cot \alpha \pi-j) d \alpha}{\omega-\alpha}+\frac{1}{2} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta} \alpha \alpha}{\omega-\alpha}
\end{aligned}
$$

where $C_{\theta}^{+}$is the contour $(\theta, \theta+i R, \infty+i R)$ and $C_{\theta}^{-}$is $(\theta, \theta-i R, \infty-i R)$ as $R \rightarrow \infty$

$$
\cot \alpha \pi \pm j=0\left(e^{-2 \pi R}\right)
$$

and thus

$$
\begin{aligned}
S^{l} & =\frac{-1}{2 j} \int_{\theta}^{\theta+j \alpha^{-l-\Delta}(\cot \alpha \pi+j) d \alpha} \\
\omega-\alpha & \frac{1}{2 j} \int_{\theta}^{\theta-j^{\infty}} \frac{\alpha^{-l-\Delta}(\cot \alpha \pi-j) d \alpha}{\omega-\alpha} \\
& +\frac{1}{2} \int_{C_{\theta}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}+\frac{1}{2} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta_{d \alpha}}}{\omega-\alpha}
\end{aligned}
$$



Fig. B-l: Contour of Integration for Asymptotic Evaluation of Sum.

Now consider deforming the contours, $C_{\theta}^{+}, C_{\theta}^{-}$to $(\theta \pm i \varepsilon, \infty \pm i \varepsilon)$ as $\varepsilon \rightarrow 0$. If Im $\omega>0$ then

$$
\begin{aligned}
& \frac{1}{2} \int_{C_{\theta}^{+}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}=\frac{1}{2} \int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}-\pi j \omega^{-1-\Delta} \\
& \frac{1}{2} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}=\frac{1}{2} \int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}
\end{aligned}
$$

If $\operatorname{Im} \omega<0$

$$
\begin{aligned}
& \frac{1}{2} \int_{C_{\theta}^{+}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}=\frac{1}{2} \int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} \mathrm{d} \alpha}{\omega-\alpha} \\
& \frac{1}{2} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}=\frac{1}{2} \int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} \mathrm{d} \alpha}{\omega-\alpha}+\pi j \omega^{-1-\Delta}
\end{aligned}
$$

and if $\operatorname{Im} \omega=0$

$$
\frac{1}{2} \int_{C_{\theta}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}+\frac{1}{2} \int_{C_{\theta}^{-}} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}=P V \int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}
$$

For our purposes it is sufficient to consider two cases: (1) Re $\omega>\theta$, and (2) Re $\omega<\theta$. For $\operatorname{Re} \omega>\theta$ we have

$$
\begin{align*}
& S^{1}=\sum_{n=N+1}^{\infty} \frac{n^{-1-\Delta}}{\omega-n}+\pi \omega^{-l-\Delta} \cot \omega \pi \\
& =P V \int_{\theta}^{\infty} \frac{\alpha^{-l-\Delta} d \alpha}{\omega-\alpha}-\frac{1}{2 j} \int_{\theta}^{\theta+j \omega} \frac{\alpha^{-1-\Delta}(\cot \alpha \pi+j) d \alpha}{\omega-\alpha} \\
& +\frac{1}{2 j} \int_{\theta}^{\theta-j \infty} \frac{\alpha^{-1-\Delta}(\cot \alpha \pi-j) d \alpha}{\omega-\alpha} \\
& =P V \int_{\theta}^{\infty} \frac{\alpha^{-l-\Delta} d \alpha}{\omega-\alpha}-\int_{\theta}^{\theta+j \infty} \frac{\alpha^{-1-\Delta} d \alpha}{(\omega-\alpha)\left(l-e^{-2 j \alpha \pi}\right)} \\
& +\int_{\theta}^{\theta-j \infty} \frac{\alpha^{-l-\Delta} d \alpha}{(\omega-\alpha)\left(e^{j 2 \alpha \pi}-1\right)} \tag{B.4}
\end{align*}
$$

as $\omega \rightarrow \infty$ we use the residua term at $\alpha=\omega$ and the principle value integral as the leading terms.

$$
\begin{equation*}
S=O\left(\omega^{-1}\right)+O\left(\omega^{-1-\Delta}\right) \tag{B.5}
\end{equation*}
$$

For $\arg \omega=\pi$, we have

$$
\begin{align*}
S^{l} & =\sum_{n=N+1}^{\infty} \frac{n^{-1-\Delta}}{\omega-n} \\
& =\int_{\theta}^{\infty} \frac{\alpha^{-1-\Delta} d \alpha}{\omega-\alpha}-\int_{\theta}^{\theta+j \infty} \frac{\alpha^{-1-\Delta} d \alpha}{(\omega-\alpha)\left(1-e^{-2 j \alpha \pi}\right)} \\
& +\int_{\theta}^{\theta-j} \frac{\alpha^{-1-\Delta} d \alpha}{(\omega-\alpha)\left(e^{j 2 \alpha \pi}-1\right)} \tag{в.6}
\end{align*}
$$

as $\omega \rightarrow \infty$, we use the first integral as the leading term. By changing variables we recognize the integral to be a hypergeometric function (Gradshteyn and Ryzhik, 1965). From the hypergeometric function, it is easy to show that again we have (B.5).

Hence (3.11) is justified.

```
Appendix C: Asymptotic Behavior of the Perturbation
                        Sum for the Trifurcated Waveguide
```

Consider

$$
\begin{equation*}
S=\sum_{n=N}^{\infty} \frac{n^{-1} \sin n \theta}{n-\omega} \tag{C.I}
\end{equation*}
$$

In order to examine this sum for $|\omega| \rightarrow \infty$ we follow Evgrafox (1961) and examine the contour integral

$$
\begin{equation*}
\dot{S}^{1}=\frac{1}{2 j} \int_{\Sigma} \frac{\sin \alpha \theta \cot \alpha \pi d \alpha}{\alpha(\alpha-\omega)} \tag{c.2}
\end{equation*}
$$

where $\Sigma$ is shown in Figure B-l (replace $\theta$ by $\theta_{0}$ to eliminate confusion). Evaluating the integral by residues

$$
\begin{equation*}
S^{1}=\sum_{n=N}^{\infty} \frac{\sin n \theta}{n(n-\omega)}+\frac{\pi \sin \omega \theta \cot \omega \pi}{\omega} \tag{c.3}
\end{equation*}
$$

for $R \rightarrow \infty$ and $\operatorname{Re} \omega>\theta_{0}$. In a similar manner to Appendix $B$ we can find the following alternate representation of (C.2).

$$
\begin{equation*}
S^{l}=P V \int_{\theta}^{\infty} \frac{\sin \alpha \theta d \alpha}{\alpha(\alpha-\omega)}+\int_{\theta_{0}}^{\theta_{0}^{+j \infty}} \cdots+\int_{\theta_{0}}^{\theta_{0}}{ }^{-j \infty} \cdots \tag{c.4}
\end{equation*}
$$

for $\arg \omega=0$ and where the second and third integrals are similar to those given in Appendix $B$ and are not given since only the leading terms of the asymptotic expansion of $S$ are desired.

Let us examine the integral and the residue term as the leading terms

$$
\text { PV } \int_{\theta_{0}}^{\infty} \frac{\sin \alpha \theta d \alpha}{\alpha(\alpha-\omega)}=\frac{-1}{\omega} \int_{\theta_{0}}^{\infty} \frac{\sin \alpha \theta d \alpha}{\alpha}+\frac{1}{\omega} P V \int_{\theta_{0}}^{\infty} \frac{\sin \alpha \theta d \alpha}{\alpha-\omega}
$$

The first term is order $\omega^{-1}$. The second integral can be evaluated asymptotically by changing variables and using asymptotic expansions of the sine and cosine integrals given in Abramowitz and Stegun (1965). This yields

$$
\operatorname{PV} \int_{\theta_{0}^{\infty}}^{\infty} \frac{\sin \alpha \theta d \alpha}{\alpha-\omega} \simeq \pi \cos \omega \theta
$$

Thus

$$
\begin{equation*}
S=O\left(\omega^{-1}\right)+O\left(\pi \frac{\sin \omega(\pi-\theta)}{\omega \sin \omega \pi}\right) \tag{c.5}
\end{equation*}
$$

as $\omega \rightarrow \infty$. It should be noted that the second term on the right in expression (C.5) vanishes if $\arg \omega=\pi$ in (C.l).

The result presented here is applicable to the electric wall case. A similar result, applicable to the magnetic wall case, is given by

$$
\begin{align*}
\frac{1}{2 j} \int_{\Sigma} \frac{\sin \alpha \theta \tan \alpha \pi}{\alpha(\alpha-\omega)} d \alpha= & \frac{\pi \sin \omega \theta \tan \omega \pi}{\omega}-\sum_{m=n}^{\infty} \frac{(m-1 / 2)^{-1} \sin (m+1 / 2) \theta}{m-\omega-1 / 2} \\
= & - \text { P.v. } \frac{1}{\omega} \int_{\theta_{0}-\omega}^{\infty} \frac{\sin (t+) \theta}{t}+\frac{1}{\omega} \int_{\theta}^{\infty} \frac{\sin \alpha \theta}{\alpha} d \alpha \\
& +\frac{1}{2} \int_{\theta_{0}}^{\theta_{0}+j \infty} \cdots+\frac{1}{2} \int_{\theta_{0}}^{\theta_{0}-j \omega} \cdots \tag{c.6}
\end{align*}
$$

Retaining the principal value integral and the residue term once again as the leading terms, we obtain

$$
\begin{equation*}
\sum_{m=n}^{\infty} \frac{(m-1 / 2)^{-1} \sin (m+1 / 2) \theta}{m-\omega-1 / 2}=O\left(\omega^{-1}\right)+0 \frac{\pi \cos \omega(\pi-\theta)}{\omega \cos \omega \pi} \tag{c.7}
\end{equation*}
$$

Again, the second term on the right disappears for arg $\omega=\pi$.

```
Appendix D: Evaluation of the Infinite Product for the Electric Wall Case
```

Consider the product

$$
\begin{equation*}
P(\omega)=\prod_{n=1}^{\infty} \frac{\left(1-\omega / \gamma_{n b}\right)\left(1-\omega / \gamma_{n c}\right)}{\left(1-\omega / \gamma_{n a}\right)} \tag{D.1}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
P(\omega)=\prod_{n=1}^{N-1} \frac{\left(1-\omega / \gamma_{n b}\right)\left(1-\omega / \gamma_{n c}\right)}{\left(1-\omega / \gamma_{n a}\right)} R_{N}(\omega) \tag{D.2}
\end{equation*}
$$

where $R_{N}(\omega)$ is the remainder. Following a procedure similar to Kostelnicek and Mittra (1961) we have

$$
\begin{gather*}
R_{N}(\omega)=\exp \left\{\sum _ { n = \mathbb { N } } ^ { \infty } \left(\ln \left(1-\frac{\omega}{\gamma_{n b}}\right)+\ln \left(1-\frac{\omega}{\gamma_{n c}}\right)\right.\right. \\
\left.\left.-\ln \left(1-\frac{\omega}{\gamma_{n a}}\right)\right)\right\} \tag{D.3}
\end{gather*}
$$

for $\left|\omega / \gamma_{n b}\right|,\left|\omega / \gamma_{n c}\right|,\left|\omega / \gamma_{n a}\right|<I$ we can expand the logarithmic terms

$$
\begin{equation*}
R_{N}(\omega)=\exp \left\{-\sum_{n=N}^{\infty} \sum_{m=1}^{\infty} \frac{\omega^{m}}{m}\left(\frac{1}{\gamma_{n b}^{m}}+\frac{1}{\gamma_{n c}^{m}}-\frac{1}{\gamma_{n a}^{m}}\right)\right\} \tag{D.4}
\end{equation*}
$$

Now consider the expansion

$$
\begin{align*}
\frac{1}{\gamma_{n b}^{m}} & =\left(\frac{b}{n \pi}\right)^{m}\left(1+\frac{m}{2}\left(\frac{b}{n \pi}\right)^{2}+\frac{(m / 2+1) m / 2}{2!}\left(\frac{b}{n \pi}\right)^{4}\right. \\
& +\frac{(m / 2+2)(m / 2+1) m / 2}{3!}\left(\frac{b}{n \pi}\right)^{6}+\cdots \\
& =\left(\frac{b}{n \pi}\right)^{m} \sum_{p=1}^{\infty} c_{p}^{(m)}\left(\frac{b}{n \pi}\right)^{2 p-2} \tag{D.5}
\end{align*}
$$

where $\mathrm{k}_{0}=l$ is convenient.
Thus

$$
\begin{align*}
R_{N}(\omega) & =\exp \left\{-\sum_{n=N}^{\infty} \sum_{m=1}^{\infty} \frac{\omega^{m}}{m} \sum_{p=1}^{\infty} C_{p}^{(m)}\left(\left(\frac{b}{n \pi}\right)^{2 p-2+m}\right.\right. \\
& \left.\left.+\left(\frac{c}{n \pi}\right)^{2 p-2+m}-\left(\frac{a}{n \pi}\right)^{2 p-2+m}\right)\right\} \tag{D.6}
\end{align*}
$$

Using Davis (1962) we find that we can evaluate sums of reciprocal powers of integers using polygamma functions.

$$
\begin{equation*}
\sum_{n=N}^{\infty} \frac{1}{n^{m}}=\frac{(-1)^{m}}{(m-1)!} \psi^{(m-1)}(\mathbb{N}) \tag{D.7}
\end{equation*}
$$

$N$ is chosen large enough that an asymptotic expansion of $\psi$ is used. Only two or three terms of this series are generally needed to find the polygamma function. Reversing orders of summation of (D.6) we have

$$
\begin{align*}
R_{N}(\omega) & =\exp \left\{-\sum_{m=2}^{\infty} \frac{\omega^{m}}{m} \sum_{p=1}^{\infty} c_{p}^{(m)}\left(\left(\frac{b}{\pi}\right)^{2 p-2+m}+\left(\frac{c}{\pi}\right)^{2 p-2+m}\right.\right. \\
& \left.-\left(\frac{a}{\pi}\right)^{2 p-2+m} \sum_{n=N}^{\infty} \frac{1}{n^{2 p-2+m}}-\omega \sum_{n=N}^{\infty}\left\{\frac{1}{\gamma_{n b}}+\frac{1}{\gamma_{n c}}-\frac{1}{\gamma_{n a}}\right)\right\} \tag{D.8}
\end{align*}
$$

Note that the linear term of $\omega$ is isolated. Let us consider this last term for a finite upper limit and use (D.5)

$$
\begin{aligned}
& \sum_{n=N}^{M}\left(\frac{1}{\gamma_{n b}}+\frac{1}{\gamma_{n c}}-\frac{1}{\gamma_{n a}}\right)=\sum_{n=N}^{M}\left(\left(\frac{b}{n \pi}\right) \sum_{p=1}^{\infty} C_{p}^{(1)}\left(\frac{b}{n \pi}\right)^{2 p-2}\right. \\
& \left.+\left(\frac{c}{n \pi}\right)_{p=1}^{\infty} \sum_{p}^{\infty} C_{p}^{(1)}\left(\frac{c}{n \pi}\right)^{2 p-2}-\left(\frac{a}{n \pi}\right)_{p=1}^{\infty} C_{p}^{(1)}\left(\frac{a}{n \pi}\right)^{2 p-2}\right)
\end{aligned}
$$

but $b+c=a$ thus as $M \rightarrow \infty$.

$$
\begin{align*}
& \sum_{n=N}^{\infty}\left(\frac{1}{\gamma_{n b}}+\frac{1}{\gamma_{n c}}-\frac{1}{\gamma_{n a}}\right)=\sum_{p=2}^{\infty}\left\{C _ { p } ^ { ( 1 ) } \left(\left(\frac{b}{\pi}\right)^{2 p-1}+\left(\frac{c}{\pi}\right)^{2 p-1}\right.\right. \\
& \left.\left.-\left(\frac{a}{\pi}\right)^{2 p-1}\right)_{n=N}^{\infty} \frac{1}{n^{2 p-1}}\right\} \tag{D.9}
\end{align*}
$$

The summation over $p$ and $n$ are fastly convergent. In order to determine how many powers of $\omega$ are necessary the remainder term (of $\omega$ ) can be approximated by using a procedure similar to Kostelnicek (1969). Using the approximation $\gamma_{n h} \simeq n \pi / h$ in the sum

$$
\begin{equation*}
S_{M}=-\sum_{m=M}^{\infty} \frac{\omega^{m}}{m} \sum_{n=N}^{\infty}\left(\frac{1}{\gamma_{n b}^{m}}+\frac{1}{\gamma_{n c}^{m}}-\frac{1}{\gamma_{n a}^{m}}\right) \tag{D.10}
\end{equation*}
$$

$$
\begin{equation*}
S_{M} \simeq-N\left\{g_{M}\left(\frac{\omega \mathrm{~b}}{N \pi}\right)+g_{M}\left(\frac{\omega c}{N \pi}\right)-g_{M}\left(\frac{\omega a}{N \pi}\right)\right\} \tag{D.11}
\end{equation*}
$$

where

$$
g_{M}(t)=\sum_{m=M}^{\infty} \frac{t^{m}}{m(m-1)}
$$

This enables the remaining sum to be truncated accurately.

## Appendix E: The Canonical Problem with a Magnetic Symmetry Boundary

Consider Figure 2.2.1, except let the boundary at $x=x_{0}$ be a magnetic wall. We can find the TM fields from $\phi=\mathrm{H}_{\mathrm{y}}$ where
where

$$
k_{n a}=\frac{(2 n-1) \pi}{2 a}, \quad k_{n b}=\frac{(2 n-1) \pi}{2 b}
$$

Note that regions $A$ and $B$ cannot support a TEM mode.
We proceed in an identical manner as section 2 and find that the solution may be found from a meromorphic function $T(\omega)$ which has the properties:

$$
\begin{equation*}
\operatorname{RES}\left[T, \gamma_{2 n-1,2 a}\right]=k_{n a} \cos k_{n a} b_{n} A_{n} e^{-\gamma_{2 n-1}, 2 a^{2} o} \tag{i}
\end{equation*}
$$

$$
n=1,2, \cdots
$$

$$
\begin{equation*}
\operatorname{RES}\left[T,-\gamma_{2 n-1,2 a}\right]=k_{n a} \cos k_{n a} b A_{n}^{(0)} e^{\gamma_{2 n-1}, 2 a^{2} \circ} \tag{ii}
\end{equation*}
$$

$$
\mathrm{n}=1,2, \cdots
$$

$$
\begin{equation*}
T\left(\gamma_{n c}\right)=-\gamma_{n c} \subset C_{n}^{(o)} e^{-\gamma_{n c} z_{o}} \quad n=1,2, \ldots \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
T\left(j k_{o}\right)=-2 j k_{o} c C_{n}^{(o)} e^{-j k_{o} z_{o}} \tag{iv}
\end{equation*}
$$

$$
\begin{align*}
& (-1)^{n+1} T\left(\gamma_{2 n-1,2 b}\right)=\gamma_{2 n-1,2 b} b B_{n}^{(0)} e^{-\gamma_{2 n}}  \tag{v}\\
& T\left(-\gamma_{n c}\right)=\gamma_{n c} \subset C_{n} e^{+\gamma_{n c} z_{0}} \quad n=1,2, \ldots
\end{align*}
$$

$$
\begin{equation*}
T\left(-j k_{o}\right)=2 j k_{o} c C_{o} e^{j k_{o} z_{o}} \tag{vii}
\end{equation*}
$$

$$
\begin{equation*}
(-1)^{n+1} T\left(-\gamma_{2 n-1,2 b}\right)=-\gamma_{2 n-1,2 b} b B_{n} e^{\gamma_{2 n-1}, 2 b^{2} o} \quad n=1,2, \ldots \tag{viii}
\end{equation*}
$$

$$
\begin{equation*}
T(\omega)=0\left(\omega^{-1 / 2}\right) \quad|\omega| \rightarrow \infty \tag{ix}
\end{equation*}
$$

$$
\begin{align*}
& \phi_{A}=\sum_{n=1}^{\infty}\left[A_{n}^{(0)} e^{\gamma 2 n-1,2 a^{2}}+A_{n} e^{-\gamma} 2 n-1,2 a^{2}\right] \sin k_{n a}\left(x-x_{0}\right)  \tag{ElI}\\
& \theta_{B}=\sum_{n=1}^{\infty}\left[B_{n}^{(0)} e^{-\gamma_{2 n-1}, 2 b^{2}}+B_{n} e^{\gamma 2 n-1,2 b^{2}}\right] \sin k_{n b}\left(x-x_{0}\right)  \tag{E.2}\\
& \theta_{C}=\sum_{n=0}^{\infty}\left[C_{n}^{(o)} e^{-\gamma_{n c}^{2}}+C_{n} e^{\gamma_{n c}{ }^{z}}\right] \cos \frac{n \pi}{c}\left(x-x_{1}\right) \tag{E.3}
\end{align*}
$$

$T(\omega)$ can be constructed as follows:

$$
\begin{align*}
T(\omega) & =H(\omega) F(\omega)\left(K_{0}+\left(\omega-j k_{o}\right)\left\{\sum_{n=1}^{\infty} \frac{g_{n}^{(c)}}{\omega-\gamma_{n c}}\right.\right. \\
& \left.\left.+\sum_{n=1}^{\infty} \frac{g_{n}^{(b)}}{\omega-\gamma_{2 n-1,2 b}}+\sum_{n=1}^{\infty} \frac{g_{n}^{(a)}}{\omega+\gamma_{2 n-1,2 a}}\right\}\right) \tag{E.4}
\end{align*}
$$

where

$$
\begin{equation*}
H(\omega)=\exp \left\{\frac{-\omega}{\pi}\left\{b \ln \frac{b}{a}+c \ln \frac{c}{a}\right]\right\} \tag{E.5}
\end{equation*}
$$

and

$$
\begin{equation*}
F(\omega)=\prod_{n=1}^{\infty} \frac{\left(1-\omega / \gamma_{2 n-1,2 b}\right)\left(1-\omega / \gamma_{n c}\right)}{\left(1-\omega / \gamma_{2 n-1,2 a}\right)} \tag{E.6}
\end{equation*}
$$

$k_{o}, g_{n}^{(c)}, g_{n}^{(b)}, g_{n}^{(a)}$ are related to the incident fields by (iv), (iii), (v) and (ii).

## a Magnetic Wall

Figure $F-1$ illustrates the magnetic wall trifurcated waveguide and the auxiliary problem.

The solution is obtained by constructing two mermorphic functions.

$$
\begin{align*}
& T_{1}(\omega)=H_{1}(\omega) F_{1}(\omega)\left(K_{0}^{(1)}+\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{(1)} g^{m, n}}{\omega+\gamma_{2 n-1,2 c}}\right)  \tag{F.I}\\
& T_{2}(\omega)=H_{2}(\omega) F_{2}(\omega)\left(K_{0}^{(2)}+\left(\omega-j k_{0}\right) \sum_{n=1}^{\infty} \frac{g_{n}^{(2)}}{\omega-\gamma_{2 n-1,2 c}}\right) \tag{F.2}
\end{align*}
$$

where $T_{1}(\omega)$ is identified with the junction at $z=0$ and $T_{2}(\omega)$ is identified with the junction $z=\Delta$. $H_{1}(\omega), H_{2}(\omega), F_{1}(\omega), F_{2}(\omega), K_{0}^{(1)}$, and $K_{0}^{(2)}$ are given by (E.4)--(E.6) with only a change of geometrical factors necessary.

We can derive two infinite equations for $g_{n}^{(1)}$ and $g_{n}^{(2)}$ by requiring that the expressions for the modal coefficients in the coupling region be consistent.

$$
\begin{align*}
& \operatorname{RES}\left[T_{1}, \gamma_{2 n-1,2 c}\right]=g_{n}^{(2)}\left[K_{n}^{(2)}\right]^{-1} k_{n c} \cos k_{n c} b_{0}  \tag{F.3}\\
& (-1)^{n+1} T_{2}\left(-\gamma_{2 n-1,2 c}\right)=-\gamma_{2 n-1,2 c} c g_{n}^{(1)}\left[K_{n}^{(1)}\right]^{-1} \tag{F.4}
\end{align*}
$$

where

$$
\begin{align*}
& g_{n}^{(1)}=K_{n}^{(1)} C_{n}^{-}  \tag{F.5}\\
& g_{n}^{(2)}=K_{n}^{(2)} C_{n}^{+} \tag{F.6}
\end{align*}
$$

and $K_{n}^{(1)}$ and $K_{n}^{(2)}$ are found from properties (ii) and ( $v$ ) of Appendix E.
In order to truncate equations (F.3) and (F.4) we find the asymptotic behavior of $g_{n}^{(1)}$ and $g_{n}^{(2)}$. From (F.5) and (F.6) we can find

$$
\begin{equation*}
g_{n}^{(1)}, g_{n}^{(2)}=O\left(n^{-1}(-1)^{n} \cos k_{n, c^{b}}\right) \tag{F.7}
\end{equation*}
$$

This choice allows the efficient solution of equations.

(a) The Trifurcated Waveguide

(b) Auxiliary Geometry

Fig. F-l: The Trifurcated Waveguide (with a Magnetic Symmetry Wall) and the Auxiliary Problem.
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JOURNAL OF. RESEARCH-The Journal of Research of the National Bureau of Standards reports NBS research and development in those disciplines of the physical and engineering sciences in which the Bureau is active. These include physics, chemistry, engineering, mathematics, and computer sciences. Papers cover a broad range of subjects, with major emphasis on measurement methodology, and the basic technology underlying standardization. Also included from time to time are survey articles on topics closely related to the Bureau's technical and scientific programs. As a special service to subscribers each issue contains complete citations to all recent NBS publications in NBS and nonNBS media. Issued six times a year. Annual subscription: domestic $\$ 17.00$; foreign $\$ 21.25$. Single copy, $\$ 3.00$ domestic; $\$ 3.75$ foreign.
Note: The Journal was formerly published in two sections: Section A "Physics and Chemistry" and Section B "Mathematical Sciences."

## DIMENSIONS/NBS

This monthly magazine is published to inform scientists, engineers, businessmen, industry, teachers, students, and consumers of the latest advances in science and technology, with primary emphasis on the work at NBS. The magazine highlights and reviews such issues as energy research, fire protection, building technology, metric conversion, pollution abatement, health and safety, and consumer product performance. In addition, it reports the results of Bureau programs in measurement standards and techniques, properties of matter and materials, engineering standards and services, instrumentation, and automatic data processing.

Annual subscription: Domestic, $\$ 11.00$; Foreign $\$ 13.75$

## NONPERIODICALS

Monographs-Major contributions to the technical literature on various subjects related to the Bureau's scientific and technical activities.
Handbooks-Recommended codes of engineering and industrial practice (including safety codes) developed in cooperation with interested industries, professional organizations, and regulatory bodies.
Special Publications-Include proceedings of conferences sponsored by NBS, NBS annual reports, and other special publications appropriate to this grouping such as wall charts, pocket cards, and bibliographies.
Applied Mathematics Series-Mathematical tables, manuals, and studies of special interest to physicists, engineers, chemists, biologists, mathematicians, computer programmers, and others engaged in scientific and technical work.
National Standard Reference Data Series-Provides quantitative data on the physical and chemical properties of materials, compiled from the world's literature and critically evaluated. Developed under a world-wide program coordinated by NBS. Program under authority of National Standard Data Act (Public Law 90-396).

NOTE: At present the principal publication outlet for these data is the Journal of Physical and Chemical Reference Data (JPCRD) published quarterly for NBS by the American Chemical Society (ACS) and the American Institute of Physics (AIP). Subscriptions, reprints, and supplements available from ACS, 1155 Sixteenth St. N.W., Wash., D.C. 20056.

Building Science Series-Disseminates technical information developed at the Bureau on building materials, components, systems, and whole structures. The series presents research results, test methods, and performance criteria related to the structural and environmental functions and the durability and safety characteristics of building elements and systems. Technical Notes-Studies or reports which are complete in themselves but restrictive in their treatment of a subject. Analogous to monographs but not so comprehensive in scope or definitive in treatment of the subject area. Often serve as a vehicle for final reports of work performed at NBS under the sponsorship of other government agencies. Voluntary Product Standards--Developed under procedures published by the Department of Commerce in Part 10, Title 15, of the Code of Federal Regulations. The purpose of the standards is to establish nationally recognized requirements for products, and to provide all concerned interests with a basis for common understanding of the characteristics of the products. NBS administers this program as a supplement to the activities of the private sector standardizing organizations.
Consumer Information Series-Practical information, based on NBS research and experience, covering areas of interest to the consumer. Easily understandable language and illustrations provide useful background knowledge for shopping in today's technological marketplace.
Order above NBS publications from: Superintendent of Documents, Government Printing Office, Washington, D.C. 20402.

Order following NBS publications-NBSIR's and FIPS from the National Technical Information Services, Springfield, Va. 22161.
Federal Information Processing Standards Publications (FIPS PUB)-Publications in this series collectively constitute the Federal Information Processing Standards Register. Register serves as the official source of information in the Federal Government regarding standards issued by NBS pursuant to the Federal Property and Administrative Services Act of 1949 as amended, Public Law 89-306 (79 Stat. 1127), and as implemented by Executive Order 11717 (38 FR 12315, dated May 11, 1973) and Part 6 of Title 15 CFR (Code of Federal Regulations).
NBS Interagency Reports (NBSIR)-A special series of interim or final reports on work performed by NBS for outside sponsors (both government and non-government). In general, initial distribution is handled by the sponsor; public distribution is by the National Technical Information Services (Springfield, Va. 22161) in paper copy or microfiche form.

## BIBLIOGRAPHIC SUBSCRIPTION SERVICES

The following current-awareness and literature-survey bibliographies are issued periodically by the Bureau:
Cryogenic Data Center Current Awareness Service. A literature survey issued biweekly. Annual subscription: Domestic, \$25.00; Foreign, \$30.00.
Liquified Natural Gas. A literature survey issued quarterly. Annual subscription: $\$ 20.00$.

Superconducting Devices and Materials. A literature survey issued quarterly. Annual subscription: $\$ 30.00$. Send subscription orders and remittances for the preceding bibliographic services to National Bureau of Standards, Cryogenic Data Center (275.02) Boulder, Colorado 80302.
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