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Alas, no exponential can continue forever; since 
early in the 21st century, a variety of issues, both 
technical (i.e., power dissipation, leakage currents, 
on-chip wire resistance) and non-technical (i.e., rising 
costs of fab facilities and masks, manufacturing and 
chip design complexity), have greatly eroded the 
value of complementary metal-oxide-semiconductor 
(CMOS) transistor scaling in improving computers. 
Fundamental research into new materials, novel 
architectures, and new domains for computation will 
drive advances in the years to come. These advances 
will be less predictable, require a greater diversity 
of solutions, and will demand highly creative ideas 
from the research community. NSA Research is an 
active participant, deeply involved in a wide variety 
of explorations, understanding and shaping the next 
wave of computing technology. We present some of 
our work in this special issue on computing hardware.

We start this issue with a look at the most basic 
technology for computing—materials. In “Beyond 
silicon: Novel materials heterostructures for future 
high-performance computing,” Adam Friedman 
et al. describe an exciting array of novel materials 
and devices based on unique properties created 
by two-dimensional or topological effects that 
use spintronic, photonic, and magnetic effects to 
manipulate information.

In “Optical coprocessor generates bright future 
for probabilistic computing,” John T. Daly moves 
up the computing stack to a functional design, 
describing how inherent properties of optics can be 
combined with mathematical techniques to perform 
multiplications. The emergence of nanoscale optics is 
examined as a path toward practical use of these ideas.

Probabilistic processing is further explored in “The 
Ising machine—A probabilistic processing-in-memory 
computer,” by Lauren Huckaba. The basic Ising model 

 It’s not only merely dead, it’s really 
most sincerely dead. 

~Computer engineer who shall remain anonymous~

A brilliant observation by Gordon Moore in 1965 [1], 
and a precise technical analysis by Robert Dennard 
et al. in 1974 [2], paved the way for multiple decades 
of general purpose computing advancements by 
following one straightforward imperative—make 
transistors smaller. Consider this comparison:

• In 1971, Intel developed the 4004 microprocessor, 
which had a 4 bit data path, 740 kilohertz clock, 
and was fabricated on 10 micron technology.

• By 2005, Intel's Pentium microprocessor had a 
64 bit data path, 3.8 gigahertz clock, and was 
fabricated on 0.09 micron technology.

That’s an 80,000-times improvement in raw compute 
capability—a 40 percent increase per year—primarily 
driven by a reduction in transistor area of 12,000 
times. This one rising tide lifted all boats, enabling 
computers as a general purpose technology to become 
ubiquitous in business, personal, and public sectors.
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and Ising problem are described, followed by a 
description of how coupled oscillator systems can 
be configured to solve optimization problems 
of interest.

We return to nanophotonics technology in 
“Cacheless computer architectures: 3D integration 
of optical interconnects and novel memory,” by 
Eric Cheng and S. J. Ben Yoo. Cleverly combining 
the technologies of silicon photonics, low-latency 
memory, and optical vias for vertical packaging 
is shown to be highly advantageous for high-
performance data analytics.

Continuing our focus on applications, Roger 
Pearce and Geoffrey Sanders describe how 
exploratory data analytics can be deployed at 
unprecedented scale by using new solid-state 
devices in “Persistent memory as the substrate for 
HPC-scale graph analytics.”

Our final article, “Hardening the hardware supply 
chain: Standardized artifacts enable automated 
accountability” by Andrew Medak, reminds us of 
the need for supply chain security, and provides a 
model for how that can be accomplished even when 
vulnerabilities exist at many points along the way.

We thank the authors for their fantastic work and 
their willingness to provide a partial glimpse into 
NSA Research. We also want to thank Jessica for her 
efforts in “herding the technical cats” and bringing 
this issue into print. We hope you enjoy this issue of 
The Next Wave, and welcome aboard! 
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Novel Materials Heterostructures for 

Future High-Performance Computing

For the last 75 years, the operation of the majority of electronics has been based on 
manipulating electron charge in the elemental semiconductor silicon. The basic 
device operation of the silicon transistor is referred to as complementary metal-oxide-

semiconductor (CMOS). While this paradigm was amazingly successful for generations, CMOS 
is reaching its physical limits and will be unable to keep pace with the speed, energy, and size 
requirements critical for data manipulation and the storage needs of the commercial, defense, 
and intelligence communities. Research into the next generation of materials and devices is 
therefore essential to enable future high-performance computing (HPC) platforms.

Consider that technologies are like waves (as in figure 1)—they slowly build up and then 
eventually crest while a new wave builds—a suitable analogy for this publication. Moore’s law, 
the empirical observation that the number of transistors on a chip doubles approximately every 
two years, is the de facto driving force behind the current wave and has resulted in exponential 
growth in computing power. Troublingly, no new wave has been clearly identified. Without a 
firm path beyond the current paradigm—the Next Wave—critical computing needs will not 
be met.

FIGURE 1. The waves of 
technology from 1900 to 
now are much like waves 
in an ocean. A new wave 
increases the total calcula-
tions per second per dollar 
with each new technology. 
The wave builds up slowly, 
then quickly gains momen-
tum and takes over, finally 
cresting while a new wave 
begins building. There is 
no clear next wave on the 
horizon. Technology users 
ride the waves like boats 
in the ocean. Researchers 
work to identify new waves 
before the prior waves 
crash onto them.

Background
To enable future HPC systems, we need to imagine 
and create innovative solutions to fuel the next wave. 
This includes developing devices that incorporate 
alternate-state variables, for example, electron spin 
(i.e., spintronics), magnetism, or photonic devices that 
utilize inherent material properties besides electron 
charge to manipulate information. Ultimately, a “mate-
rials-by-design” solution will be feasible by combining 

different materials to create 
the necessary properties. 
Beyond the development 
of new devices, the entire 
advanced computing sys-
tem problem space—ma-
terial, device, architecture, 
etc.— must be holistically 
considered, a concept 
referred to as codesign. 

Research into alter-
nate-state variables, cou-
pled with breakthroughs 
in materials science that 
include entirely new mate-
rials classes with a host of 
advantageous properties, is 
generating a considerable 

amount of excitement in the HPC field for novel mate-
rials and devices. In particular, devices fabricated from 
novel two-dimensional (2D) materials, topological 
Dirac materials, or novel magnetic materials are ex-
pected to offer an avenue for lower-power, higher-per-
formance memory and logic beyond Moore’s law [1, 
2]. However, basic research must be performed to 
identify the best materials and alternate-state variables 
to use from the available new classes. In addition, we 
must better understand how to make usable devices 
with combinations of these materials that optimize 
properties and solutions. 

The Laboratory for Physical Sciences (LPS) has a 
novel materials and devices research program, and 
our objective in this program is to explore the prop-
erties of devices that incorporate emerging materials 
such as topological Dirac materials, 2D materials, 
and magnetic-phase-change materials with a goal of 
creating better capabilities (e.g., faster speed, low-
er-power, greater versatility/functionality) for memo-
ry, logic, and HPC beyond the paradigms established 
by Moore’s law. This requires high-risk, high-reward 
research that is focused on understanding the un-
known basic properties of promising new materials, 
determining exactly which properties can be exploited 
to the greatest effect, and designing, fabricating, and 
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testing devices that use these properties and that can 
be quickly transitioned into technologies with the po-
tential for disruptive, non-incremental discovery and 
implementation. In this article, we will briefly discuss 
two recent prototype devices developed at LPS: topo-
logically enabled spintronic devices further exempli-
fied by a cadmium arsenide (Cd3As2)/fluorographene 
heterostructure non-local spin valve, and a metamag-
netic iron rhodium (FeRh) memory element.

Topologically enabled electronics 
Topological materials have special properties enabled 
by their physical structure, or topology. Topological 
Dirac materials, a recently discovered class of mate-
rials, have the potential to enable spintronics as the 
defining technology of future electronic systems [3].
In these materials, the conduction and valence energy 
bands meet at a single “Dirac point,” resulting in a host 
of exciting properties such as relativistic electronic 
transport and dissipationless spin transport. 

The most well-known Dirac material is graphene, 
a 2D version of graphite. Another is bismuth selenide 
(Bi2Se3), a so-called topological insulator because only 
its surface conducts electricity [4]. Another promising 
new material is Cd3As2, which is a topological Dirac 
semimetal (TDS). This material can be tuned between 
multiple quantum phases (QPs), allowing for a truly 
multifunctional material [5]. While CMOS relies 
on toggling between charge states, a system made 
with Cd3As2 devices could reversibly switch between 
computing modes by toggling between the QPs—a 
process that is both faster and lower energy, while at 
the same time allowing inherent reprogrammability 
and multifunctionality.

In a recent, exciting agency first, LPS received fund-
ing support from the Office of the Under Secretary 
of Defense, Research & Engineering as part of an 
Applied Research for the Advancement of Science and 
Technology Priorities (ARAP) program in collab-
oration with the Army Research Laboratory, Naval 
Research Laboratory, and the Air Force Research 
Laboratory. The purpose of the program is to design, 
fabricate, and prototype new Dirac material/topologi-
cal memory and logic devices with technologically dis-
ruptive potential. Two identified pathways are through 

topological magnetoelectronic (TMET) logic and with 
magnetic topological memory (MTM). 

The TMET project is concentrated on a device that 
works by using an external electric field to toggle the 
direction of a magnetic field in close proximity to a 
topological Dirac material, thereby using the magnetic 
interaction to switch a transistor-like device ON or 
OFF. This quantum transistor would operate at 1,000 
times less power and 10 to 1,000 times faster speeds 
than today’s state of the art. The MTM device operates 
by exploiting a unique property of a topological Dirac 
material—its spin is locked to its momentum. Using a 
process called spin-orbit-torque (SOT) to change the 
magnetic moment of an element, called a magnetic 
tunnel junction (MTJ), it provides the same function-
ality as commercial magnetoresistive random-access 
memory (MRAM). However, SOT-MTJs are signifi-
cantly faster and use a fraction of the energy compared 
to commercial MRAM. The charts in figure 2 summa-
rize the ARAP technologies.

For topologically enabled devices to become 
reality, we first must better understand the funda-
mental behavior of the materials. For example, how 
long does it take spins to scatter? How efficient is the 
spin-charge conversion? Recently, LPS was one of the 
first to answer these questions by investigating the 
spin Hall effect (SHE) in topological Dirac materials 
using a method previously used to investigate atomi-
cally heavy metallic materials. The SHE occurs when 
a charge current passes through a material with a high 
spin-orbit coupling (like a topological material), which 
functionally acts as an internal magnetic field, thereby 
producing a perpendicular spin current. The effect is 
reversable: a spin current also produces an orthogonal 
charge current via the inverse spin Hall effect (ISHE). 

Thus, the SHE and ISHE directly measure how 
efficiently a material converts charge currents into 
spin currents and vice versa. In addition, these mea-
surements can also tell us the spin diffusion length and 
spin relaxation time, which are measures of how far 
the spin travels before it scatters and how much time 
elapses between scattering events. A more robust spin 
current will directly lead to more robust information 
manipulation in future devices. 

Return to CONTENTS
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PERFORMANCE 
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TMET PROPERTY CMOS NVM 
(E.G., FLASH, 
STT MRAM)
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MRAM

Subthreshold 
slope
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0.7–40mV/dec 

(Value limited 
by magnetism, 
not temp)

Bit-switch 
energy cost

10-9 J 10-18 –10-15 J

Operational 
power loss per 
32-bit ALU

0.1 mW 1 μW Switching speed

(RAM is > 1 GHz)

100–1000 MHz

Only USB 
storage

1–10 GHz 
Ferromagnet

1 THz 
antiferromagnet

Operable as RAM

Device 
optimization

Reaching limits 
of engineering 
(e.g., FinFet, 
Chiplet)

New parameter 
space to optimize

Structural device 
optimizations are 
transferable (e.g., 
FinFet)

Power 
dissipation if 
used as RAM

0.1–1 W/bit 10–104 nW/bit

High-
frequency 
response

Requires 
complex HEMT 
material stacks

Naturally high-
mobility channels

Industrial 
maturity

End of Moore. 
Seventy years of 
advancements 
nearing end.

Non-topological 
MRAM

Shipped in 2016 
(Everspin)

(Everspin, 1 Gb, 
2019)

FIGURE 2. (a) In this schematic of the topological magnetoelectronic transistor (TMET) device, a 3D topological insulator Dirac ma-
terial (3D TI) sits on a ferromagnetic insulator (FMI) with a magnetic moment that toggled using an oxide gate (red dotted line). The 
device toggled on/off by switching the direction of the magnetic moment in the FMI. The advantages are indicated in the chart by 
color: red fails to meet future requirements, yellow barely meets future requirements, and green fully meets future requirements. (b) 
In this schematic of the magnetic topological memory device, a charge current in a topological Dirac material is naturally transduc-
ed into a spin current. The spin current interacts with a magnet that is a layer in a magnetic tunnel junction (MTJ). MTJs are created 
by sandwiching an insulating material between two ferromagnetic materials. When the magnetic moments of the two ferromag-
nets are parallel/antiparallel, the resistance is low/high. The resistance state is written or read depending on the applied current. The 
advantages are indicated in the chart by color.
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FIGURE 3. (a) This schematic of a spin Hall effect (SHE) device 
shows a charge current flowing through the contacts on the left, 
which generates a spin current. When the spin current reaches 
a second set of contacts outside of the charge current path (on 
the right of the schematic), it creates a measurable voltage. (b) 
This optical image is of a topological SHE device. (RNL stands 
for non-local resistance.) (c) When a magnetic field is applied 
in plane, the spins begin to precess. Sweeping the field causes 
dephasing (black dotted curve). The data are fit to a model (red 
line) and important parameters can be extracted. 

The SHE and ISHE measurements are performed 
as shown in figure 3. This geometry, called a Hall bar, 
is the basis for a wide variety of electronic measure-
ments. When a conventional charge current passes 
between one set of side contacts (left), it produces a 
spin current in the central channel via the SHE. When 
this subsequent spin current reaches a second set of 
contacts (right), the spin current converts back into a 
charge current via the ISHE. Because the circuit does 
not directly connect these two sets of contacts, the 
resulting charge current in the contacts on the right 
manifests as a voltage. By applying a magnetic field 
along the initial charge current path, we can disrupt 
the flow of spins and measure the resulting effect 
on the voltage. The applied field causes the spins to 
precess, or rotate around an axis, reducing the mea-
sured voltage as a decaying oscillatory function of the 
applied field [6]. The voltage decrease is directly pro-
portional to the spin-charge conversion efficiency of 
the material, and its decay gives us the spin diffusion 
length and spin relaxation time. 

Metals like platinum (Pt) and tungsten (W) are 
currently used in spin-orbit torque-based MRAM 
designs and have spin-charge conversion efficiencies 
on the order of 0.05-0.1. The efficiency for topolog-
ical materials can be more than 10 times larger. The 
topological insulator bismuth antimony (Bi0.9Sb0.1) has 
an efficiency as high as 52 [7].The efficiency is directly 
proportional to the current required to switch a bit: 
10 times higher spin efficiency will result in 10 times 
less needed current and therefore 10 times less power. 
The spin diffusion length and relaxation time gives 
limits on the speed and dimensions of the devices, as 
any manipulation of the spins must occur before the 
spin information disappears. Based on these measure-
ments, we can begin to select materials that optimize 
our device designs.

Cd3As2/Graphene spin valves: A 
novel topological Dirac material/2D 
heterostructure
Cd3As2 is an excellent candidate for topologically 
enabled electronics. Cd3As2 has a tunable quantum 
phase, a high mobility, microns-long spin diffusion 
lengths, and high spin-charge conversion efficiency. 
We have also identified a 2D material, fluorographene, 
as an excellent material to use to couple to the Cd3As2 
to build a spintronic heterostructure. We want to com-
bine these materials because when disparate materials 

(e.g., Dirac materials, 2D materials, and novel mag-
netic materials) form heterostructures, the individual 
properties of each material can overlap due to atom-
ic-level proximity. As an example of how powerful this 

Return to CONTENTS
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technique can be, consider a stack of 2D materials. 
These are single layer sheets ranging from one to five 
atoms thick, are mechanically flexible, can be grown 
in large areas, and can have various electronic states 
(e.g., semiconductor, metal, semimetal, superconduc-
tor, insulator, etc.). They are discretely stackable so 
they can be used to create true materials by design, 
where the final bulk heterostructure contains material 
properties made to order [8]. Two layers of graphene, 
atomically thin layers of carbon atoms, can be stacked 
on top of each other and, depending on the relative 
angle between them, can be insulating, metallic, or 
even superconducting. 

The fundamental spintronic device is the nonlocal 
spin valve (NLSV). Here, spin current in a channel is 
compared to a magnet moment in a detector contact. 
Depending on the relative orientation of the contact 
with the injected spin moment, there will be a high- 
or low-magnitude resistance in the device. Figure 
4 shows an optical image of a NLSV along with a 
schematic representation. Two tunneling ferromagnet-
ic contacts (center lines, fluorographene/magnesium 
oxide (MgO)/Permalloy (Py) are placed on top of a 
spin-transport channel, in this case Cd3As2[9]. Py is 
a magnetic alloy containing 80 percent nickel and 20 
percent iron. 

FIGURE 4. (a) In this optical image of a Cd3As2/fluorographene 
non-local spin valve, current flows between the nonmagnetic ti-
tanium/gold (Ti/Au) reference contact and the fluorographene/
MgO/Py/Au ferromagnetic tunneling contact as shown on the 
left side of the device. A non-local voltage measured due to a 
pure spin current is then measured between a second set of 
similar contacts on the right of the device. (b) In this illustration, 
the fluorographene/MgO/Py/Au contacts are different widths 
to exploit shape anisotropy, allowing the magnetic moments 
in the contacts to switch at different fields, leading to the 
resistance states seen in the inset of (c) where the green arrows 
indicate a low/high magnitude resistance state when the rela-
tive magnetic moment orientations are parallel/antiparallel. The 
black/red curve in the inset is for sweeping the magnetic field 
from negative/positive to positive/negative. The magnitude of 
the resistance change is measured as ΔRNL. The inset is at room 
temperature as indicated in the large curve of (c).

The spintronic behavior of the NLSV is entirely 
enabled by the fluorographene/MgO tunnel barrier. 
Electronic tunneling is a quantum mechanical effect 
occurring when electrons “tunnel” or pass through 
materials that classically should block them. As an 
analogy, one can think of a ball thrown at a brick 
wall. Classically, the ball will bounce back. However, 
quantum mechanically, the ball will occasionally 
go through and come out on the other side. For the 
NLSVs, this barrier is essential due to the electronic 
properties of the ferromagnet (FM) and the spin chan-
nel. The FM is a normal metal, but the spin channel is 
a semimetal; it conducts current but far less efficiently 
than the FM. Without the tunnel barrier, the spin 
channel could not handle the number of electrons 
trying to move through it, so they bounce off the in-
terface and interfere with the ones that do get through. 
The tunnel barrier acts as a sort of flow regulator, 
limiting the number of electrons that get through and 
allowing for a much smoother flow of electrons into 
the device. 

Graphene makes an excellent tunnel barrier due 
to its 2D nature. Graphene is conductive in-plane, 

but highly resistive out-of-plane. It can be discretely 
stacked (at 0.3 nanometers thick!) onto any surface, 
is self-healing, is pinhole free, and can further serve 



8

Beyond Silicon: Novel Materials Heterostructures for Future High-Performance Computing

as a chemical diffusion barrier to prevent oxidation 
and unwanted alloying. Additionally, it can be grown 
in large area sheets inexpensively in a simple furnace 
reactor [10]. When graphene is exposed to xenon 
difluoride (XeF2) gas, the fluorine ions bond to the 
graphene surface to create fluorographene. This layer 
is completely insulating and serves as an atomically 
thin barrier between the FM and the spin channel.

As a charge current passes from a FM contact, 
through the tunnel barrier, into the Cd3As2 channel 
and out of a reference contact [titanium/gold (Ti/Au)], 
a spin current is also produced that radiates outward. 
Because the spin current travels in all directions, un-
like the charge current, it is detected in the second set 
of FM/Au contacts. The measured electrical resistance 
at the second FM will be higher when the magnetic 
moments of the two FMs are antiparallel compared 
to when they are parallel, giving the HIGH and LOW 
states necessary for digital memory. The magnetic 
moments are switched using an external magnet as 
described in the caption of figure 4. Alternatively, the 
spin current simply toggles on and off by decreasing 
the spin relaxation time in the channel using, for 
example, a gate voltage, allowing logic operations with 
the same device.

Recently we demonstrated high-quality spintronic 
switching in a Cd3As2/graphene NLSV heterostruc-
ture device from cryogenic temperatures up to room 
temperature. Our devices, the first NLSVs to utilize 
Cd3As2, operate with a 10 times larger signal than sili-
con-based devices. Moreover, this is just the first step. 
Our ongoing research includes controlling the quan-
tum phase of the Cd3As2 in the device by changing the 
channel thickness, applying an electric field through 
external gating, or atomically doping the Cd3As2 films.

Metamagnetic iron rhodium 
Another possible way to improve spintronic switching 
behavior and realize next-generation topologically 
enabled logic or memory elements is to incorporate 
ferromagnets that are more complex with greater 
functionality and improved material properties. One 
material of particular interest is FeRh. FeRh possesses 
a temperature-dependent metamagnetic phase change 
where it transitions from antiferromagnetic to fer-
romagnetic (AFM-FM) with increasing temperature 
[11]. The temperature at which this transition occurs 

FIGURE 5. (a) This diagram is a top-view optical image of the 
fabricated device with FeRh wire width and length of 1 microm-
eter (μm) and 100 μm, respectively, and (b) is a 3D optical image 
of the device. (c) This graph shows the resistance measurement 
while varying the ambient temperature from 320–450 K. Red 
and blue curves represent heating and cooling cycles, respec-
tively. Background shading colors denote temperature regimes 
at which the FeRh is antiferromagnetic (AFM, blue), ferromag-
netic (FM, red), and in transition (white).
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(TCr), can be fine-tuned using various fabrication tech-
niques, such as substitutional doping [12] and pattern-
ing [13]. According to Pouillet’s law, expansion of a 
unit cell will naturally cause its electrical resistance to 
decrease for a given length of material. Therefore, by 
careful manipulation of temperature, both the mag-
netic state and electrical resistance can be selected, 
allowing its use in switching device applications. This 
becomes even more attractive when considering the 
350 femtosecond AFM-FM transition time, translating 
to an operating frequency of nearly 3 terahertz [14]. 

Optical images of simple FeRh devices that we fab-
ricated by standard lithographic methods are shown 
in figures 5(a) and (b). The simplicity of fabrication is 
another advantage of working with FeRh. Figure 5(c) 
demonstrates the AFM-FM transition. The measure-
ment begins at a starting temperature of 320 kelvins 
(K). Upon increasing the temperature (red curve), the 
wire resistance also increases. The AFM-FM tran-
sition begins once the FeRh temperature surpasses 
365 K, accompanied by a decreasing resistance. The 
effect persists until the temperature reaches 420 K, 
indicating that the wire has fully transitioned into the 
ferromagnetic phase. The opposite effect occurs when 
cooling the wire (blue curve).

To make a useful device, the state must be con-
trolled via current rather than temperature. According 
to the Joule-Lenz law, an electrical current through 
the wire will cause the FeRh temperature to increase 
until it thermally stabilizes. In figure 6(a), a pulsed 
current controls the temperature. The FeRh tempera-
ture and subsequent resistance are held to a constant 
value by a constant current (IRead). Here, the FeRh will 
remain in the high-resistance AFM phase (OFF state). 
If the current amplitude is sufficiently increased, the 
wire temperature will rise past TCr and the FeRh will 
transition into the low-resistance ferromagnetic phase 
(ON state). As shown previously, the FeRh will remain 
in the ferromagnetic phase until cooled to below TCr. 
Therefore, applying a continuous current (IRead) will 
maintain the present state of the device. Upon reduc-
ing the current, the FeRh transitions back into the 
high-resistance antiferromagnetic phase (OFF state). 
In figure 6(b), a pulsed current switches the FeRh 
back-and-forth between antiferromagnetic (OFF) and 
ferromagnetic (ON) states. 

FIGURE 6. (a) This graph shows FeRh resistance as a function of current. Joule heating changes the wire temperature and subse-
quent phase, allowing for antiferromagnetic and ferromagnetic state control via electrical bias. A constant current IRead will allow 
the FeRh temperature to stabilize. An FeRh transition is made with a short current pulse of IWrite-Off or IWrite-On. (b) This graph shows the 
resistance and current profiles as a function of time. Repetitively switching between pulse current amplitudes of IWrite-On and IWrite-Off 
causes FeRh phase transitions and substantial change in the wire resistance. The green bulbs represent the ON state. 

One possible application of a device with this 
hysteretic behavior is as a memristor, the basic memo-
ry component of many neuromorphic circuit designs. 
The device demonstrated here uses the magnetization 
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of the material as a state variable, which inherently 
provides reproducibility, endurance, and state reten-
tion in comparison to charge-based switching devices. 
The switching capability of these devices is estimated 
to be on the order of 1 picosecond [14]. For compari-
son, previously reported devices with more advanced 
architectures have switching times that range from 50 
nanoseconds to more than 100 microseconds [15, 16]. 
Moreover, one could imagine incorporating a meta-
magnetic element into the previously described NLSV. 
The metamagnetic transition would switch off the spin 
current in the NLSV, thereby allowing transistor-like 
behavior. Alternatively, the metamagnetic transition 
could switch the device into a new operational mode.

Conclusion and a beginning:  
Vision for the future 
Moore’s law began as an observation of the density of 
transistors in a circuit. Serving as a roadmap for the 
entire semiconductor industry, it has subsequently 
transformed into a self-fulfilling prophecy. It has been 
re-imagined, re-invented, and ultimately embraced 
as a mindset, an approach, and a philosophy. Device 
scientists and engineers have accomplished everything 
envisioned by Gordon Moore in 1965 [17] and are 
quickly approaching the physical limits which portend 
an end to this path. 

One possible path toward a new scientific paradigm 
can be found by going back in history to even before 
the 1965 observation by Moore. Richard Feynman, 
in his famous speech “There’s plenty of room at the 

bottom” [18], given at the American Physical Society 
meeting in December 1959, is often credited with 
inventing the field of nanoscience. He revisited and re-
purposed a similar line of reasoning in a 1983 speech 
given at the Jet Propulsion Laboratory and, astonish-
ingly, established the field of quantum computing [19]. 
Although his prophesies do not specify a pathway to 
advanced classical HPC, Feynman does establish a 
way forward by suggesting a holistic, outward-looking 
approach to device (co-)design. Summarizing this 
approach, Feynman said, “It would be interesting in 
surgery if you could swallow the surgeon” [18].

The novel materials and devices that we described 
here present the beginning of a new era in computing 
technologies. In his address to the American Physical 
Society, Feynman said:

What could we do with layered structures with 
just the right layers? What would the properties 
of materials be if we could really arrange the 
atoms the way we want them?... I can’t see 
exactly what would happen, but I can hardly 
doubt that when we have some control of the 
arrangement of things on a small scale we will 
get an enormously greater range of possible 
properties that substances can have, and of 
different things that we can do.

Indeed, by choosing the best materials and combin-
ing them in new ways with operating modes in mind, 
we can optimize our future computing systems and 
maintain a critical quantitative edge for the future. 
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In 2006, a team of researchers published results for a new type of microprocessor 
architecture dubbed probabilistic complementary metal-oxide semiconductor (PCMOS) 
[1]. It used 30 times less power than conventional CMOS to perform computations. MIT 

Technology Review later recognized probabilistic computing as one of the 10 technologies 
“most likely to change the way we live” [2]. Probabilistic computers can solve complex 
problems by storing and processing states of zeros and ones that are indeterminate with 
some probability. They cannot always be guaranteed to provide the same solution to a given 
problem run more than once, but they can be built using hardware that runs extremely 
fast and at very low power. Spurred on by these early successes, the Defense Advanced 
Research Projects Agency (DARPA) Unconventional Processing of Signals for Intelligent Data 
Exploitation (UPSIDE) program began to explore applications of probabilistic computing to 
feature extraction from sensor imaging. Their image-processing pipeline used the physics 
of emerging probabilistic devices including analog nonvolatile memory. In the end, 
they demonstrated a 100-times performance increase and 1,000-times power efficiency 
improvement compared to traditional CMOS [3]. Considering these impressive results, 
why has probabilistic computing not changed the way we live like MIT Technology Review 
suggested? The answer to that question is multifaceted, much like the probabilistic devices 
themselves, but behind all the challenges in implementing probabilistic computing, there 
lies a common thread of nondeterminism.

Optical Coprocessor 
Generates Bright Future for 
Probabilistic Computing
J o h n  T.  D a l y [Photo credit: iStock.com/Михаил Руденко]
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Nondeterministic hardware is computer hardware 
that has the capacity to provide more than one 

answer for at least some, but not necessarily all, op-
erations that have a single correct answer. In a word, 
it is unpredictable. Nondeterminism is the reason 
that every application of probabilistic computing to 
date has been highly specialized, both in terms of the 
problems it solves and the underlying technologies it 
uses to achieve nondeterminism. Only certain types 
of applications are amenable to unpredictability. The 
DARPA UPSIDE program achieved success with fea-
ture extraction from sensor imaging using a particular 
architecture and technology. What other technologies 
and applications stand to benefit from these types of 
physics-based approaches to computation? One such 
technology is optics. Optics is subject to thermody-
namic noise by its basic physics, so it is reasonable 
to expect nondeterminism in an optical computing 
device. Optics is an inherently analog technology 
where both electron and photon noise contribute to 
the nondeterminism.

This article will explore the potential for using 
emerging nanophotonic devices to deliver optical 
arithmetic coprocessors for fast, energy-efficient com-
puting. Such an approach exemplifies the high-per-
formance computing (HPC) codesign methodology, 
whereby computer systems are purpose-built with 
specific application requirements in mind.

The application: Multiplication
Most digital computers implement standard precision 
multiplication using a straightforward cross-product 
scheme where every digit of the multiplicand mul-
tiplies every digit of the multiplier. Such a scheme 
is said to be quadratic in its complexity, since the 
number of operations required to complete the mulip-
lication is proportional to the square of the size of the 
numbers. For small numbers, with fewer than a few 
hundred bits, this is entirely adequate, but for larger 
numbers, there are a variety of “subquadratic” algo-
rithms that trade off additional complexity for reduced 
asymptotic complexity. Of these approaches, Fourier 
multiplication is of particular interest because of its 
natural connection to optics [4].

Fourier multiplication

By the convolution theorem, described in figure 1, 
we know we can write the Fourier transform of a 

convolution as a pointwise product of Fourier trans-
forms [5]. In other words, by Fourier transforming 
the multiplier and multiplicand of a product, we can 
reduce the complexity of the multiplication from 
quadratic (i.e., O(n2)) to linear (i.e., O(n)), but at the 
cost of calculating the Fourier transforms of the inputs 
and inverse Fourier transforms of the output. Since the 
Fourier transform is O(n log n), a relatively expensive 
calculation on a digital computer, Fourier multiplica-
tion is typically limited in its application to very large 
numbers (e.g., thousands of digits).

FIGURE 1. The Fourier transform F{f} of a continuous function 
f(x) is defined above. The convolution theorem states that the 
Fourier transform of the convolution of two functions is equal 
to the pointwise product of their Fourier transforms. Since 
convolution in the discrete domain is equivalent to polynomial 
multiplication, this suggests a straightforward method of mul-
tiplying using a pointwise product and the forward and inverse 
Fourier transforms.

In order to enable our optical coprocessor to scale 
to the very large numbers, it will need an efficient 
method of accumulating larger numbers of low-pre-
cision multiplications into a single high-precision 
multiplication. A residue number system (RNS) is 
one way to build a bridge between low-precision 
and high-precision arithmetic [6]. The residue num-
ber system enables calculation with arbitrarily large 
numbers by “breaking down” the numbers into sets of 
smaller numbers using properties of residue arith-
metic as illustrated in figure 2. Given a multiplication 
problem with very large numbers, RNS allows us to 
break that problem down into a collection of smaller, 
independent operations which can be implemented in 
parallel. To utilize this approach however, our optical 
coprocessor will need to perform many, many calcu-
lations of (a × b) mod m very efficiently for different 
values of m and all in parallel.

Montgomery multiplication

In the previous section, we described at a high level 
the Fourier transform approach to multiplication and 
how we intended to apply it to very large numbers by 
implementing them as a collection of lower-precision 
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FIGURE 2. Residue number system (RNS) arithmetic makes use 
of a simple theorem of number theory that the remainder of 
a binary operation divided by m is equal to that same binary 
operation applied to the remainder of each of the operands. 
This holds true for the binary operators addition, subtraction, 
and multiplication.

modular multiplications all operating in parallel. In 
this section, we will look in more detail at the math-
ematics of combining Fourier multiplication and 
modular multiplication in the same optical coproces-
sor without using division, which would be extremely 
difficult to implement in optics. The solution is to 
reformulate the modular multiplication problem using 
Montgomery multiplication [7]. Montgomery rec-
ognized that it was often most efficient to rewrite the 
modular multiplication problem in a different “do-
main” where performing the division is much, much 
easier, as illustrated in figure 3.

FIGURE 3. Montgomery multiplication provides a means to 
compute a modular multiplication problem without perform-
ing division by the modulus. Assuming that m is always odd, 
choosing an r > m that is a power of two allows us to replace 
division with simple bit shifting and masking in binary arithme-
tic. By precomputing M for a fixed set of moduli corresponding 
to the bases of our residue number system (see the previous 
section), Montgomery multiplication can be implemented 
very efficiently.

With the Montgomery multiplication, we have all 
the necessary mathematical machinery to describe the 
operation of our optical coprocessor for easy and effi-
cient multiplication of very large numbers. In the next 
section, we will consider why and how this approach 
can be implemented using optics technology. 

The technology: Optical computing
Optical computing—performing calculations using 
photons instead of electrons—is an idea that has 
been around for decades [8, 9]. Like many com-
peting non-CMOS technologies, it ultimately lost 
out to the exponential growth of transistor counts 
in CMOS. Optics, being fundamentally limited by 
the wavelength of light, cannot attain the density of 
transistors. Furthermore, as an analog technology that 
is typically limited in precision, optical computing 
does not compete with digital technologies in terms 
of computational accuracy. However, with the recent 
slowing of transistor scaling accompanied by advances 
in emerging nanophotonic devices, there is renewed 
interest in exploring the role of optics in computing. 

The remainder of this section will describe a coproces-
sor design based on Fourier optics and discuss possi-
bilities and challenges of improving that design with 
emerging nanophotonic technology.

Macro-scale optics 

Fourier multiplication is known to be faster than tra-
ditional schoolbook multiplication, but it is typically 
not implemented in digital computing because of the 
time and energy overhead for performing the required 
Fourier transforms. However, optical computers can 
complete the Fourier transform with zero overhead 
using simple lenses and masks. An optically imple-
mented Fourier transform can be used to simplify 
the multiplication of two n-digit numbers. To multi-
ply with digital electronics, two n-digit numbers are 
represented as polynomials in powers of two. Digitally 
multiplying these to numbers has the same complexity 
as a convolution (i.e., O(n2)). If we use F{f} however, 
we can convert this convolution in the time domain 
to pointwise multiplications in the frequency domain 
(complexity O(n)). The long-range interference of 
coherent photons enables “on-the-fly” Fourier trans-
form computation using lenses and masks. Figure 4 
illustrates a standard four focal-lengths long (4-f) op-
tical system [10] using the symmetric property of the 
transform and depicting lines as exemplar rays. The 
optical domain produces an O(1) Fourier transform 
compared to digital electronics where the transform is 
a costly O(n log n).
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FIGURE 4. Figure representing a simple 4-f optical system. The wave field at the plane û0 located one focal length behind the 
first lens is the exact Fourier transform of the input wave field at plane u0 By replicating this system with a second lens that 
performs the inverse transform, the wave field ũ0 will be a mirror image of û0. This is the building block of the optical modular 
multiplication coprocessor.

While division is generally difficult in optics, divi-
sion by a power of two is easily done by masking off 
low-order bits. An implementation of Montgomery 
modular multiplication, described in the previous 
section of this article, is a natural approach in optics. 
Accommodating arbitrarily large inputs requires an 
efficient architecture that benefits from smaller, fixed-
size multipliers. The Fourier transform in the optical 
domain uses a static configuration of source planes, 
lenses, and a fixed location objective image plane. One 
such system designed and evaluated both in simula-
tion and on an optical bench is illustrated in figure 
5. The device performs the complete Montgomery 
multiplication in the Montgomery domain starting 
with two input values (step ① and ②) on the left, 
encoded as wave fields. The values are Fourier trans-
formed and multiplied using a spatial light modulator 
(SLM) or equivalent device to impose spatially varying 
modulation to the light beam in the Fourier transform 
plane. This is how we accomplish the pointwise mul-
tiplication of the light intensity. Following the mul-
tiply of ā x b̅ (step ③), the result is divided into two 

paths by a beam splitter. The bottom path computes 
the m ((ā x b̅ x M) mod r) term of the Montgomery 
multiplication using a sequence of fixed masks and fil-
ters (steps ⑧ through ⑫), while the top path applies 
phase corrections to ā x b̅ in order to correctly “add” 
it to the result of the bottom path (steps ④ through 
⑦). The result is masked to achieve the final division 
by r required to recover the solution c̅ (step ⑬).

Figure 6 demonstrates a technique to encode 16-bit 
unsigned integers into the wave field. Numerical val-
ues are represented by the intensity of points of light 
along a diagonal. Lighted points correspond to binary 
one and dark spaces correspond to zero. The layout 
avoids optical smearing and “cross-talk” between 
pixels in the two-dimensional Fourier transform since 
no pixel is horizontally or vertically aligned with any 
other pixel. After a “multiplication,” the light intensi-
ties represents a range of values from dark to light that 
encode the result. Discrete convolution differs from 
multiplication in that it does not perform carries be-
tween digits. The entire contribution of each pointwise 
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FIGURE 5. In this design of a macro-scale optical device for modular multiplication (a x b) mod m using the technique of 
Montgomery described in the previous section, values of ā, b̅, and M are assumed to be precomputed. Asterisks indicate locations 
where the image plane is reversed (i.e., mirror image).

input digit multiplication is encoded in each output 
digit. The multiplier was evaluated with the help of 
collaborators at George Washington University using 
both the LightPipes simulator [11] and an optical 
bench prototype illustrated in figure 6. Simulation 
and prototype agreed with the theory to 16 bits of 
precision, thus providing an initial validation of the 
all-optical approach to multiplication. The prototype 
anecdotally verified the probabilistic nature of the 
device as well, since initial results were correct “only 
about” 80 percent of the time.

Despite the advantages of using an all optical sys-
tem for multiplication, the bulkiness of macro-scale 
optical components, in particular the lenses, makes 
such a system too large (i.e., linear dimensions on 
the order of 10–100 centimeters) to be practical. 
Further, the performance of the macro-scale system 
is limited to the sub-megahertz regime by the speed 
of the SLM. In terms of energy efficiency, we are able 
to make an initial estimate based on our simulation 
results. Assuming that one photon per detector site 
is sufficient for room temperature detection [12], the 
end-to-end photon loss across the entire modular 
multiplication device in figure 5 is around 3,000 times. 
With a photon energy of approximately 10-18 Joules for 
200-nanometer light, the projected efficiency of the 
device is about 1 nanojoule per operation for a 16-bit 

modular multiply. This is not particularly competitive 
compared to modern application-specific integrated 
circuit (ASIC) designs, where the same calculation 
implemented in 16-nanometer CMOS technology 
would consume closer to 10 picojoules [13]. Given the 
limitations of macro-scale optics, in the next section 
we will turn our attention to consideration of emerg-
ing nanoscale optical devices.

Promise and challenge of nanoscale optics

Nanophotonics using metamaterials enables the 
design and engineering of novel optical systems, 
overcoming the limitations of macroscale optics. 
Metamaterials are heterogeneous or highly structured 
nano-engineered media for next-generation optical 
systems. These are materials with electromagnetic 
responses that cannot be obtained from convention-
al media. For instance, surface plasmon polaritons 
(SPP) have a square-root dispersion enabling “very 
high k-vectors for a finite frequency.” In other words, 
energy can be confined within the metamaterial with 
very little dispersion. These materials operate with 
sub-wavelength, nano-engineered heterostructures 
that allow customization of optical properties. Using 
metalenses and reconfigurable metasurfaces, a 4-f 
optical system can be constructed in tens of mi-
crometers [14]. Where a macro-scale optical system’s 
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FIGURE 6. (a) Here is the result of a LightPipes simulation compared to an exact fast Fourier transform (FFT) calculation and (b) 
a physical test on an optical workbench. Experiments performed by George Washington University (GWU) validated a multiplier 
subcomponent using a spatial light modulator (SLM) and comparing the result to those calculated based on theory using FFTs. 
The results shows a bit-for-bit exact match from theory to simulation to experiment. [Photo credit: The SORGER Group at George 
Washington University (GWU).]

performance is limited by the configuration speed of 
the SLM to sub-megahertz performance, the small 
electrical capacitance of a nanoscale reconfigurable 
metasurface allows for processing at rates above the 
gigahertz range [15]. We can bound the required 
power by considering the minimum detectability 
at the photodetector, a value typically about tens of 
nanowatts for high-speed detectors. Assuming visible 
or near-infrared optical frequencies, and a bandwidth 
of tens of gighertz, we find a minimum optical power 
required for the intermediate result of a 16-bit modu-
lar multiply to be 6.5 microwatts. A 10-gigahertz sys-
tem running at 6.5 microwatts yields a computational 
efficiency of around 1 femtojoule per 16-bit modular 
multiply. That is four orders of magnitude more ener-
gy efficient than the 10 picojoules per multiplication 
based on digital CMOS technology. Nanophotonics 
has potential to be a game changer for high-speed, 
energy-efficient computation.

The promise of nanophotonics is not without chal-
lenges though. Several of the most significant techni-
cal challenges are summarized below. They will need 
to be solved before devices like the one described in 
this article can fully be realized.

 � Attenuation through the optical system—
Several stages of the subsystem provide less than 
half the energy to the subsequent stage. Using a 
phase synchronous light source makes the noise 
less than it might be, but where the signal is at 
low levels, nonlinearities, path length differences, 

and shot noise cause additional loss in the 
signal-to-noise ratio.

 � Electrical-optical and optical-electrical 
conversions—Moving data from electrical to 
optical domains expends energy as much as 1012 

above the optical calculation energy. This means 
that chaining multiple operations in the optical 
domain will be critical, and accumulated inaccu-
racies need to be managed.

 � Manufacturing tolerances for metamaterials—
As with most emerging technologies, there are a 
variety of engineering challenges to be overcome 
in order to manufacture meta-devices at accept-
able cost and yield. Feature variation will be a 
concern in a production-scale computing system 
and will need to be addressed as the technology 
continues to mature.

Conclusion
Emerging nanophotonic technology offers an enticing 
opportunity for multiple orders of magnitude im-
provement in arithmetic processing efficiency similar 
to the gains demonstrated by DARPA UPSIDE for 
image feature extraction. The potential of comput-
ing in excess of a billion operations per second while 
expending femtojoules per operation could provide 
significant performance advantages beyond the 
capabilities of digital CMOS. The future looks very 
bright for probabilistic computing based on opti-
cal coprocessors. 
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High-performance computing (HPC) systems are growing increasingly complex. 
With this, the error rate of computation is growing and faults are becoming 
harder to diagnose and correct. Traditionally, the field of resilience is dedicated to 

developing methods to keep applications running to a correct solution in spite of errors, 
but the more complex the computer, the more costly these methods become. Rather 
than expend energy combating these faults, one possibility is to accept these errors and 
allow nondeterminism in our computations in exchange for greater energy efficiency. 

Further, computer applications must process volumes of data so large that the energy 
and performance costs of moving this data from memory to the central processing unit 
(CPU) dominates the total cost of computation. Processing in memory (PIM) is a novel, 
non-von Neumann model of computation that saves energy by doing computation and 
storing data in the same place [1]. 

In this article, we describe a probabilistic PIM computer, made entirely of existing 
electronic components, based on the Ising model. We discuss how we can use an Ising 
model in inverse ways to solve two types of important problems.

The Ising Machine— 
A Probabilistic Processing-in-
Memory Computer
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The Ising model and the Ising problem 
An Ising model is a mathematical model originally 
formulated to describe ferromagnetism in statistical 
mechanics. It consists of a lattice of spins in one of two 
states (see figure 1). 

FIGURE 1. An Ising model is a lattice of spins, some positive, or 
taking the value 1, and some negative, or taking the value -1.

There is a measure of the surrounding magnetic 
field corresponding to each spin and a measure that 
denotes the interaction between each pair of spins. 
We call these measurements “weights.” We can write 
down an expression for the total energy of the system 
in terms of the spin states and weights. The expression 
for total energy is known as the Hamiltonian (see 
figure 2). 

FIGURE 2. In the equation above, H(s) represents the 
Hamiltonian or total energy of the Ising system when in config-
uration s. Here, s = (s1,…,sn) is the configuration of spins, hi is 
the measure of the magnetic field surrounding spin si , and Jij is 
the measure of the interaction between si and sj. We refer to the 
hi’s and Jij’s as “weights” in this article. 

In the physical world, an Ising system has the 
important property that once configured with a set of 
weights, the spins try to settle to a configuration that 
yields the lowest total energy. It achieves this state with 
some probability and this is where the nondetermin-
ism comes in. 

The goal of the Ising Problem is to fix a set of 
weights and find the configuration of spins that 
minimizes the Hamiltonian. The Ising Problem is a 
combinatorial optimization problem in which the set 
of local minima grows exponentially as a function 
of the number of spins, making it NP-hard. Many 
other combinatorial optimization problems, such as 
the traveling salesman problem and the MAX-CUT 
problem, can be mapped to the Ising model. Hence, 
the ability to efficiently solve the Ising Problem can 

potentially lead to solutions to a large class of other 
combinatorial optimization problems [2].

Using an Ising model to perform 
arithmetic—the inverse Ising problem
The Ising problem above consists of fixing weights and 
determining the appropriate configuration of spins. 
Alternately, we can solve the inverse Ising problem by 
fixing a configuration of spins and finding the weights 
that minimize the Hamiltonian. In doing this, we can 
use an Ising model to do arithmetic. 

We can fix a set of spins that corresponds to a 
correct arithmetic equation. Then we solve an optimi-
zation problem where we determine the weights that 
minimize the Hamiltonian. We also add constraint in-
equalities to our optimization problem to ensure that 
configurations corresponding to incorrect answers do 
not give a lower total energy. Even for small problems, 
say 3-bit multiplication, the number of constraint in-
equalities is quite large. For this reason, we do not give 
a concrete example in this article. 

The weights found by solving the optimization 
problem can be used to tune an Ising machine or sim-
ulator built to solve the Ising problem. As described in 
the previous section, the machine will then try to set-
tle to a configuration that gives the lowest total energy. 
In this case, that configuration is the one that corre-
sponds to the correct answer to our multiplication 
problem. Because of the way we set our constraints 
above, getting a correct answer is more likely than get-
ting an incorrect answer. In the following subsection, 
we model this process mathematically. 

At first glance, it may seem as though the inverse 
Ising problem is easier to solve than the Ising problem 
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since Hamiltonian is clearly quadratic in the spin 
variables, but linear in the h’s and J’s. However, after 
setting up even a small inverse Ising problem, it be-
comes clear that the number of constraint equations 
grows exponentially in the number of spins. As such, it 
quickly becomes difficult to multiply numbers of more 
than a just a few bits in this way, and alas, the inverse 
Ising problem is NP-hard as well. 

The Resilience and Probabilistic Computing team 
at the Laboratory for Physical Sciences (LPS) has 
spent the last few years working on the inverse Ising 
problem. We have a solution technique that involves 
an internally developed two-stage algorithm that 
first searches for a set of feasible parameters and then 
solves a system of constraints derived from the feasible 
parameters. Both stages have exponential complexity, 
but our team improved the solution time of a 3-bit 
multiplier from 120 days to under 10 minutes for a 
system of 32,000 constraints by reducing the problem 
to polynomial complexity. We also successfully solved 
the system of 267,000,000 constraints for the 4-bit 
multiplier. The total solve time was 27 days and used 
5.5 terabytes of shared memory.

A mathematics illustration

In the absence of an actual Ising machine, we can 
compute a probability. The probability that the sys-
tem settles to a certain configuration for a given set of 
weights is called the Boltzmann probability. It depends 
on the total energy of the system when in this config-
uration, as well as the noise present in the system (see 
figure 3).

FIGURE 3. The equation above represents the probability that 
an Ising system settles to a configuration s. β represents the 
noise present. More specifically, β =1/(kB∙T), where T is the 
temperature of the system in kelvin and kB is the Boltzmann 
constant. For the purpose of this article, we can think of β as 
simply the “noise term.”

Figure 4 (on the following page) shows probabilities 
of solutions to 2-bit multiplication problems. After 
solving the inverse Ising problem, we calculated the 
Boltzmann probability for each configuration, both 
those corresponding to incorrect solutions and the 
configuration corresponding to the correct solution, 
and added some noise into our computation. This il-
lustrates the results of simulating the nondeterminism 
present in an actual Ising machine. Properly setting 
our constraints described above gives us control over 
our nondeterministic computation so that there is 
hope of obtaining a correct answer. In this model, 
there is no need for error correction, which allows for 
a more energy-efficient computation than in a tradi-
tional digital machine. 

Hardware
While the Ising model dates back to the 1920s, it was 
re-popularized much later by D-Wave Systems in an 
attempt to simulate quantum mechanical phenomena 
to speed up computation, including computation to 
solve the aforementioned combinatorial optimization 
problems. Recently, alternative classical methods to 
solve the Ising problem have emerged using optoelec-
tronic parametric oscillators, memristor cross-bar ar-
rays, electronic oscillators, and GPU-based algorithms 
[2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. 

An analysis of an optoelectronic coupled oscillator 
system revealed the potential for a significant speedup 
over digital computing algorithms when the number 
of oscillators (nodes) is large enough [13]. Scaling up 
the optoelectronic oscillator Ising machine, however, 
remains challenging due in part to its high complexity 
and costly setup [5, 6, 13].

However, an all-electronic oscillator concept initial-
ly proposed by Wang and Roychowdhury introduces 
the idea of creating a similar system using readily 
available electronic components interconnected in 
a parallel fashion and is particularly well suited for 
chip-scale integration and scaling using present day 
technologies [2, 9].

Sync Computing and MIT Lincoln Laboratory 
(MIT-LL) built on this initial work and demonstrated 
a 4-node, fully-connected, differential LC (induc-
tor-capacitor) oscillator-based analog circuit with 
standard electronic components which accurately 
maps to the Ising model. To the best of our knowl-
edge, this is the first demonstration of an all-electronic 
oscillator-based Ising machine with multi-bit weights 
[2]. In [2], Chou et. al detail a statistical analysis that 
provides insight into the viability of these systems 
as computing platforms when scaled to larger node 
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FIGURE 4. This illustrates the nondeterminism inherent in an Ising machine. The horizontal axis is possible answers and the vertical 
axis is the probability of a getting a certain answer. These are plots of the probabilities of getting different solutions to 2-bit multi-
plication problems. For example, the upper right corner represents 0 x 3 as denoted by the heading {0, 3}. We see here that we get 
the answer 0 most of the time, but that the answer is wrong sometimes. If we were to increase the noise term, β, for this calculation, 
we would get a wrong answer even more often. 

counts. Figure 5 shows a circuit diagram of the LC 
oscillator circuit that employs a differential injec-
tion-locked frequency divider, the oscillators arranged 
in a cross-bar array, and the full breadboard system [2, 
15]. Currently, Sync Computing is building a 16-node 
system. Figure 6 shows a photo of the printed circuit 
board.

Simulation—coupled oscillator system 
A well-known benchmark optimization problem is 
the MAX-CUT problem from graph theory. Following 
an example in [2], we discuss a small MAX-CUT 
problem below using a simulation by MIT-LL of the 
coupled oscillator system.

Given an undirected graph, the MAX-CUT prob-
lem consists of finding a partition of that graph into 
two sets so that the number of edges between the two 
sets is as large as it can be. It has been shown previous-
ly that these graphs can be represented by a network of 
coupled nonlinear oscillators whose phase dynamics 
are described by the Kuramoto model, and that this 
model maps directly to the Ising Hamiltonian if the 
phases of these oscillators take values of either 0 or 
180 degrees. As such, the Kuramoto model is the basis 
for the MIT-LL simulation [2, 9, 14].

An example of a 4-node (4-spin) system is shown 
in figure 7a (on page 24). This can also be thought of 
as a graph with four vertices such that every vertex is 
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FIGURE 5. (a) This circuit diagram depicts the LC (inductor-capacitor) oscillator circuit. (b) In this diagram, the oscillators are ar-
ranged in a cross-bar array. (c) This photo shows the full breadboard system [2]. [Photo credit: MIT Lincoln Laboratory.]

connected to every other vertex. If we let J = 1 for all 
connections and h = 0, then the Ising problem, in this 
case, has six solutions shown in figure 7b. One of these 
solutions is shown in terms of phase in figure 7c. Here, 
the four spins were intentionally configured to an in-
correct solution state and they settled at one of the six 
correct solution states as expected. Additionally, the 
system settles to the ground state within three oscilla-
tion cycles in this example. Figure 7d shows the results 
of running the simulation 1,000 times with random 
initial configurations. We see that the system settles to 
a correct solution state fairly uniformly [2].

The simulator and the inverse 
Ising problem

We (i.e., the LPS Resilience and Probabilistic 
Computing team) used the MIT-LL simulator to 
validate the results we obtained from solving the 
inverse Ising problem. We obtained weights from 
solving the inverse Ising problem, and we used those 
weights to tune the simulator. The results of using the 
simulator look similar to figure 4 where we computed 
Boltzmann probabilities and plotted the results. We 
found that using the simulator to validate the weights 

FIGURE 6. Photo of the printed circuit board of the 16-node system. [Photo credit: Sync Computing.]
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was a step up from computing the Boltzmann prob-
abilities. Our next step is to validate our results using 
hardware in place of the simulation.

Looking ahead 
While quantum computers, like D-Wave, have the 
potential to solve these NP-hard combinatorial opti-
mization problems, scaling up the number of quantum 
bits in these systems remains a great challenge. On 
the other hand, it is possible to build a probabilistic 
computer out of standard electronic components, as 
demonstrated by Sync Computing [2]. This allows for 
faster and more cost-effective scaling. It is reasonable 
to believe that this all-electronic Ising machine is 
scalable from four nodes to hundreds of nodes within 
just a few years. A limiting factor of such a machine 
is indeed physical space. For the more we scale up, 
the more oscillator circuits we must add. This does 
suggest that in order to build an Ising machine for 
practical use, we will want to explore additional tech-
nologies. However, an Ising machine with hundreds 
of nodes is enough to validate nontrivial results we 
obtain mathematically that are too large to validate 
in simulation. While thousands of nodes are neces-
sary for practical use, this system is a step in the right 
direction and shows promise for a future that includes 
probabilistic computers.  

FIGURE 7. (a) This diagram depicts a fully connected 4-node system, for which (b) is the solution set where an up arrow is a positive 
spin and a down arrow is a negative spin. The graph in (c) shows the first solution in terms of phases, and (d) is a histogram of the 
results of running the simulation 1,000 times [2]. [Photo credit: MIT Lincoln Laboratory.]
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Vision
Emerging applications in problem domains such as 
HPDA and graph analytics are placing ever-increasing 
demands on the computing systems available to the 
computing community and, in particular, stretching 
the capabilities of today’s high-performance com-
puting (HPC) systems. The global semiconductor 
industry is constantly developing new technologies to 
help provide the massive performance improvements 
and new capabilities required to meet these demands. 
However, effective hardware/software codesign along 
with intelligent integration of these available technol-
ogies into new system architectures are required to 
fully realize the potential for future compute systems. 
By leveraging advanced technologies such as mas-
sively parallel silicon photonic WDM interconnects, 
novel memory devices, and innovative electronic/
photonic 3D integration capabilities, we can create a 
new “cacheless computer architecture” that is better 
optimized for new problem domains and provides bet-
ter scalability for future HPC systems. This cacheless 
architecture implements a flattened memory architec-
ture that can drastically reduce energy consumption, 
reduce memory access latency, improve memory 
access predictability, increase memory bandwidth, and 
enhance programmer productivity (see figure 1).

HPDA and graph analytics workloads are often 
dominated by memory operations (as opposed to 
more compute-dominated workloads) and exhibit 
random or irregular access to data that is sparsely 
distributed across a large memory footprint. With the 
introduction of silicon photonics (SiPh), it is possible 

to begin removing levels of the cache hierarchy (i.e., 
flattening the hierarchy) to reduce energy consump-
tion and access latency while increasing memory 
bandwidth. This new architecture also improves 
memory access predictability, which is key to enhanc-
ing programmer productivity, simplifying application 
analysis, and supporting better algorithm design.

FIGURE 1. Comparison of a traditional architecture consisting of a shared last-level cache (LLC) electrically connected to DRAM 
(left) versus a (last-level) cacheless architecture consisting of compute elements optically connected to DRAM (right).

Technologies
This cacheless computer architecture is enabled by the 
convergence of several technologies (incubated over 
the past decade) that are effectively integrated into an 
overall system architecture. Some of these technol-
ogies have been fully demonstrated (i.e., in the fab), 
while others are nearing maturity (i.e., in the lab).

In the fab

As we enter a future of heterogeneous compute [i.e., 
architectures with a diverse mix of compute elements 
ranging from central processing units (CPUs) to 
graphics processing units (GPUs) to fixed-function 
accelerators that are coupled with diverse memory and 
storage solutions] and resource disaggregation (i.e., 
logical or physical clustering/separation of distinct re-
sources that are connected via a network), the need for 
highly scalable interconnection networks that provide 
high bandwidth, low latency, all-to-all communication 
(i.e., every device on the network can directly com-
municate with every other device simultaneously) is 
crucial. Massively parallel SiPh using WDM have the 
ability to provide this scalable and high-bandwidth 
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networking capability for computing systems. In 
particular, by leveraging arrayed waveguide grating 
routers (AWGRs) [1], we can achieve very compact 
interconnect fabrics that provide all-to-all connectivity 
between devices. 

This optical interconnect fabric is created as follows: 
a laser source (typically an off-chip, external laser) is 
used to generate the various wavelengths required, 
which can be generated by a single frequency comb or 
by multiple individual lasers. The use of WDM allows 
for these multiple wavelengths to traverse over a single 
waveguide. Individual frequency-tuned modulators 
are used to encode data on each wavelength, and 
the corresponding frequency-tuned photodetector 
decodes the data from the corresponding wavelength. 
An AWGR uses this general concept to connect mul-
tiple input nodes in an all-to-all manner to multiple 
output nodes (i.e., every input is directly connected to 
every output).

Importantly, AWGRs do not just exist as a con-
ceptual or theoretical design. Compact 8 x 8 silicon 
nitride (SiN) AWGRs have been fabricated and 
demonstrated in a compact 1 square millimeter (mm2) 
footprint [2] (see figure 2). Physical demonstrations 
of scaled networks implementing 512 x 512 SiPh 
AWGRs have also been fabricated [3]. Such fabri-
cated devices demonstrate the feasibility of realizing 
actual systems using SiPh as well as showcase the 
ability to provide much better scalability, single-hop 
distance-independent energy-efficient communi-
cation, and higher bandwidth communication as 
compared to using traditional electrical-only equiva-
lents. As the number of nodes in a system grows, the 
hardware cost for implementing SiPh grows linearly 
as opposed to quadratically for the electrical equiva-
lents, thus providing better scalability. Furthermore, 
tight integration of such SiPh technologies (see later 
sections) hold the potential for reducing memory 
access energy from order 2–4 picojoules (pJ) per bit 
down to order 1 pJ per bit and increasing aggregate 
memory bandwidth from 1 gigabyte (GB) per second 
to 1 terabyte (TB) per second as compared to current 
electrical-only technologies.

FIGURE 2. Fabricated 8 x 8 silicon nitride (SiN) arrayed wave-
guide grating router (AWGR).

In the lab

Innovation in the interconnect fabric is not the only 
advanced technology required to realize a cacheless 
architecture. While the following technologies are 

arguably less mature, they have nonetheless demon-
strated significant benefits and have been validat-
ed through detailed simulation and small-scale 
benchtop experiments.

Innovative electronic/photonic 3D integration 
techniques are necessary to provide the capabilities 
necessary to effectively couple SiPh technologies 
with conventional electronic devices. In particular, 
3D stacking (i.e., stacking multiple silicon wafers/
dies together to form a single integrated circuit) can 
greatly enhance the capabilities of a cacheless archi-
tecture by providing tight integration of compute and 
memory dies or by providing much greater memory 
capacity per packaged part. Traditional through-sili-
con vias (TSVs) are used to provide the connectivity 
across stacked dies but have bandwidth and scalability 
limitations due in part to TSV density constraints. 
An alternative is to use through-silicon optical vias 
(TSOVs), which are enabled by the use of ultra-com-
pact vertical U-shaped couplers [4, 5]. TSOVs can 
provide additional bandwidth, reduce the via density, 
maintain low-energy communication across stacked 
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dies, and ensure scalability in future process nodes. 
Small-scale component fabrication of the U-shaped 
couplers, which are key to implementing TSOVs, have 
demonstrated the ability to achieve 1–2 micron (µm) 
pitches with detailed simulation demonstrating trans-
mission losses of 1.3 decibels (dB) [4] (see figure 3). 
The combination of these small-scale demonstrators 
and detailed simulations help validate the feasibility of 
this electronic/photonic 3D integration technology.

FIGURE 3. Projected view of an ultra-compact vertical U-shaped coupler (left), simulated optical propagation through the coupler 
(center), and scanning electron microscope (SEM) image of a fabricated coupler (right). 

Key limiters to achieving a cacheless architecture 
using traditional memory devices and architectures 
[e.g., DRAM, high-bandwidth memory (HBM), etc.] 
include access energy, access latency, access granu-
larity, memory bandwidth, and overall capacity. With 
the assistance of optical interconnect fabrics and 
innovative electronic/photonic integration capabilities 
described earlier, novel memory devices and archi-
tectures (such as LLM) can be constructed to help 
overcome these limitations. Building off the concep-
tual fine-grained DRAM (FG-DRAM) [6] design, an 
extension referred to here as LLM can provide im-
provement across all of these parameters.

LLM leverages dedicated optical buses to memory 
banks to reduce contention and improve bandwidth. 
The use of TSOVs helps reduce access latency, increase 
memory capacity (through the ability to integrate a 
greater number of memory dies), and minimize the 
number of vias required to effectively connect and 
provide I/O (input/output) to the memory stacks (see 
figure 4). In the age of disaggregation, (CPU) cores 
would be connected directly to shared, global memo-
ry. To reduce memory access latency in this configura-
tion, LLM leverages a dedicated memory controller at 
each core connected to the memory controller blocks 
on the memory side. The compute-side memory 

controller (CMC) contains the read and write queues 
while the memory-side memory controller (MMC) 
contains the scheduling logic and command queues. 
The CMCs and MMCs communicate with one another 
via an all-to-all optical interconnect provided by the 
use of AWGRs. Detailed simulation has demonstrat-
ed that such an LLM design can be used to increase 
memory capacity by up to four times, reduce access la-
tency and energy by two times, reduce average memo-
ry access time by five times, and reduce access latency 
variability by 60 percent as compared to conventional 
DRAM-based HBM.

Application impact
Each of the individual technology components used 
to realize a cacheless architecture demonstrate signif-
icant potential; however, intelligent integration and 
codesign is required to realize the full potential and 
understand the overall impact on application work-
loads. To more fully explore and evaluate the benefits 
of a cacheless computer architecture, a broad set of ap-
plications spanning traditional HPC workloads [e.g., 
Advanced Encryption Standard (AES), convolution, 
Fast Fourier Transform (FFT)] to HPDA/graph work-
loads [e.g., Breadth-First Search (BFS), PageRank] 
were evaluated.

As the motivating design point, a cacheless GPU 
design [i.e., a design that has removed the level 2 
(L2) caches, uses conventional HBM, and leverages 
AWGRs] was compared to an equivalent multi-GPU 
system (i.e., a design with a conventional memory 
hierarchy, HBM, and is electrically connected) pro-
viding the same number of compute elements in both 
designs. Across the applications studied, a codesigned 
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FIGURE 4. Projected view (left) and side view (right) of low-latency memory (LLM) with a SiPh base layer integrated via through-sili-
con optical vias (TSOVs) to the DRAM stacks. 

cacheless GPU can reduce overall DRAM access 
latency by 10–55 percent, improve level 1 (L1) miss 
penalty by 2.3–5 times, and offer an overall application 
speedup of 1.1–1.8 times [7].

Specifically, if we focus on two applications, FFT 
(a traditional HPC application) and PageRank (an 
important graph workload), we can concretely identify 
the sources of improvement. The removal of L2 caches 
significantly improves access latency for FFT by 31 
percent and for PageRank by 10 percent. L1 miss pen-
alty improves on FFT by 3.2 times and on PageRank 
by 2.8 times. Taken together, this translates to roughly 
a 1.4 times speedup on FFT and a roughly 1.8 times 
speedup on PageRank for the cacheless GPU design.

Conclusion
A cacheless computer architecture holds great po-
tential for greatly improving the capabilities of future 
compute systems and, in particular, for applications in 
the HPDA and graph analytics domains. By leveraging 
innovative 3D integration techniques, optical inter-
connect fabrics, and LLM, future systems can be better 
optimized for and perform more efficiently on emerg-
ing workloads that are characterized by sparse and 
irregular accesses to memory. Through a combination 
of physically fabricated test vehicles, subcomponent 
demonstrations, and detailed simulations, a cacheless 

computer architecture has been shown to not only be 
highly promising, but also well-within reach for sys-
tem demonstrations at commercial foundries.

For a range of application workloads, an ini-
tial study of a cacheless computer architecture has 
demonstrated that it is possible to achieve a two times 
improvement in memory access latency and energy 
efficiency, a five times reduction in average memo-
ry access time, and a 60 percent reduction in access 
latency variability. Not only do these improvements 
have direct impact on the performance of applications, 
they also provide secondary benefits. A cacheless 
architecture, which provides more predictable applica-
tion performance, affords an application programmer 
(or even an advanced compiler) a greater ability to 
easily reason about, analyze, and optimize applica-
tions for the cacheless architecture. This opens up the 
potential for additional performance gains. Finally, 
with the simpler and more predictable architecture, 
it also becomes easier to design algorithms that can 
better take advantage of the underlying hardware 
architecture (e.g., algorithms that more closely resem-
ble underlying mathematical constructs as opposed to 
needing to worry about manually blocking, partition-
ing, and placing data to fit within the limits of conven-
tional memory subsystems). This cacheless computer 
architecture opens up many possibilities for future 
computing systems. 
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The volume of data currently generated both by science and security applications 
and by the modern Internet-connected human experience has surpassed our ability 
to process and understand at adequate levels of fidelity. When deep historical or 

longitudinal analysis is required, the volume of data often requires heavy triage or filtering 
that can impede deep analysis. The promise of using high-performance computing (HPC) 
for such analysis is that a unified picture of a large, distributed data set is possible; however, 
tools to tackle enterprise-level data sets are still in research. Emerging within many HPC 
environments are high-capacity, high-bandwidth solid-state nonvolatile storage devices—
including block- and byte-addressable persistent memories. Such memories, combined with 
HPC, are poised to revolutionize how data-intensive workloads are deployed. This article 
showcases many of the ongoing research efforts at Lawrence Livermore National Laboratory 
(LLNL) to enable data-intensive computing at unprecedented scales.
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Performing exploratory data analytics is often the 
first step used by data scientists when faced with 

a new data set or analytic task, and it specifically aids 
in hypothesis generation and evaluation. The de facto 
standard among a large percentage of data scien-
tists is Jupyter notebooks (i.e., interactive Python), 
in which relatively small data sets are manipulated 
using popular tools such as NumPy, SciPy, Pandas, or 
NetworkX on a desktop or laptop environment. Data 
scales of up to a few million data points are commonly 
processed in this environment, limited by the available 
main memory, or dynamic random access memo-
ry (DRAM), of the environment. When faced with 
data sets exceeding the memory capacity of a laptop 
or desktop, data scientists face a choice of reducing 
data volume through filtering and sampling or tran-
sitioning their workload to a distributed computing 
environment (e.g., Apache Spark [1] or Arkouda 
[2]). These tools have the ability to process big data 
workloads in fast memory, and they able to write and 
read intermediate representations that are larger than 
fast memory to file, albeit more slowly. In many data 
analysis settings (including HPC systems shared by 
multiple users, rolling back to intermediate state in a 
workflow, and interactive exploratory data analytics on 
massive data), more optimal balancing of this trade-off 
between speed and data volume is of high interest.

Solid-state persistent memory technologies have 
widespread adoption in the portable computing 
market (e.g., laptops, tablets, and smartphones) and 
are emerging on many new distributed computing 
systems (e.g., HPC and Cloud) in the form of node-lo-
cal and rack-local persistent memory, most commonly 
in the form of peripheral component interconnect 
express (PCIe)-attached nonvolatile memory express 
(NVMe) solid-state drives (SSDs), and soon, byte-ad-
dressable memory-attached non-volatile dual in-line 
memory modules (NVDIMMs, e.g., Intel Optane).

This persistent memory bridges the gap between 
low-latency DRAM and high-latency spinning disk 
storage. As a prime example, LLNL’s upcoming exas-
cale-class supercomputer, El Capitan, will be outfitted 
with novel storage nodes, each consisting of 18 SSDs 
referred to as rabbits [3]. The design of El Capitan’s 
rabbits is primarily to enable high-speed checkpoint-
ing of scientific simulations; however, the rabbits also 
provide unique opportunities to data scientists.

An open research challenge for the communi-
ty of HPC data science tool builders is how can we 

leverage these emerging persistent memory technol-
ogies to enable data scientists to tackle their growing 
data volumes? Figure 1 illustrates our anticipated 
complex memory hierarchy for future HPC systems. 
For data-science applications, managing this com-
plex memory hierarchy containing both ephemer-
al and persistent memory will be a key challenge. 
This fast-growing capacity of persistent memory, 
extending the reach of expensive and power-hun-
gry main-memory DRAM, is ideal for staging data 
between data analysts’ interactive operations and 
storing incremental state, should they choose to roll 
back a computation and modify a portion of their 
data workflow without completely restarting it. Prior 
experience indicates that emerging persistent memory 
devices are well suited for data-intensive computing 
tasks including graph analytics, and our broader LLNL 
team has developed memory allocators and run-times 
that allow applications to transparently operate out of 
persistent memory.

FIGURE 1. This pyramid represents the anticipated com-
plex memory hierarchy for future HPC data science systems. 
Managing the complex memory hierarchy containing both 
ephemeral and persistent memory is a key open challenge.

An often overlooked but common theme among 
a variety of data analytics platforms is the need to 
persist data beyond the scope of a single execution. 
The task of ingesting data, indexing, and partitioning 
data in preparation of running an analytic, is often 
more expensive than the analytic itself. The promise 
of persistent data structures is that, once construct-
ed, data structures can be re-analyzed and updated 
beyond the lifetime of a single execution without 
much slower file read/write access, and new forms of 
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persistent memory are increasing the viability of our 
target use case—holistic relational data analysis, which 
jointly involves graph calculations and traditional data 
analysis with both topological data and metadata in 
place for enhanced exploratory data analytics. 

Mmap versus traditional data 
serialization 
Persisting data beyond the life of an application or 
process has traditionally used data serialization, and a 
plethora of middleware libraries have been developed 
to aid application developers in this process. A de 
facto standard in the HPC community for data storage 
is HDF5 [4], providing a portable self-described data 
format. When stored on traditional rotating media 
(e.g., a distributed file system such as Lustre), the 
overheads of heavyweight serialization are masked by 
the slow rotating media. However, on emerging non-
volatile random-access memory (NVRAM) devices 
with multiple orders of magnitude of lower latency 
than rotating media, such serialization overheads 
become noticeable. 

Memory mapping (via the POSIX mmap() system 
call) is a mechanism by which the operating system 
(e.g., Linux/Unix) virtually maps a file’s contents into 
the address space of a process and reads or writes 
pages to the file using the virtual memory page fault 
mechanism. Such mmap mappings can be larger than 
the physical main memory of the system, allowing 
applications to address data sets larger than physical 
main memory (often referred to as out-of-core or 
external memory). Prior research has demonstrated 
memory mapping as an ideal mechanism to access 
NVRAM for data-science applications [5]. It is our po-
sition that memory mapping persistent memory is the 
key to achieving interactive exploratory data analytics. 

To assist software developers in the design of 
persistent data structures using persistent memo-
ry, Iwabuchi et al. at LLNL have developed Metall, 
a persistent memory allocator designed to provide 
developers with an application programming interface 
to allocate custom C++ data structures in both block 
storage and byte-addressable persistent memories [6, 
7, 8]. Metall relies on a file-backed mmap mechanism 
to map a file in a file system into the virtual memo-
ry of an application. Metall’s approach allows a C++ 
application to transparently create, detach, and reat-
tach to persistent data structures without heavyweight 

serialization. Traditional serialization techniques 
continue to have their place for portable data ar-
chive reasons; Metall’s approach is aimed at enabling 
lightweight manipulation of persistently stored data 
structures and not a replacement for portable serial-
ization and archive. 

Case study: Large-scale static graph 
analytics 

Within the domain of graph analytics, we have utilized 
large NVRAM devices with memory map to scale 
to some of the largest graph data sets, both on sin-
gle-node workstations [9] and distributed clusters 
[10]. The approach enables large volumes of graph 
data to spill out of main memory (“out of core”) into 
large-capacity NVRAM devices attached to each com-
pute node. Graph algorithms proceed to fetch portions 
of the out-of-core graph data on demand using the 
operating system’s virtual memory paging system.

To benchmark algorithms and architectures for pro-
cessing large graphs, the HPC community established 
the Graph500 [11] in 2010. The benchmark generates 
large synthetic scale-free graphs and measures the 
traversal time of Breadth-First Search (BFS) across the 
graph. The synthetic scale-free graphs are particularly 
challenging due to the skewed vertex degree distribu-
tions leading to load imbalances, and these challenges 
are representative of many real-world networks.

The effort focused research attention on many pres-
sure points across the spectrum of computer archi-
tecture, system software, and algorithm engineering, 
with the goal of increasing capabilities in processing 
performance and data scales. In just a few short years, 
the Graph500 community effort led to significant ad-
vancements in graph processing capabilities.

Our team at LLNL focused on persistent memory 
technologies, specifically PCIe attached NAND Flash 
devices, as extended memory devices to enable the 
processing of some of the largest graphs; a summary 
of these results is shown in table 1 (on the following 
page). LLNL’s largest result utilized the Sierra super-
computer that contains 1.6-terabyte NVMe SSDs per 
compute node; using 2,048 compute nodes and SSDs 
together, the result achieved the largest result to date, 
traversing 70-trillion edges in 17.43 minutes. Without 
using Sierra’s node-local NVMe SSDs, eight times 
the compute nodes would have been required for 
this computation.
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TABLE 1. LLNL’s Graph500 Results (each supercomputer using NVRAM as extended graph storage)

Year Machine Compute Nodes Graph Edges Giga-Traversed Edges per Second (GTEPS)

2011 Kraken 1 275 Billion 0.053

2011 Leviathan 1 1 Trillion 0.053

2011 Hyperion 64 1 Trillion 0.601

2014 Bertha 1 2.2 Trillion 0.054

2014 Catalyst 100 17.6 Trillion 4.175

2018 Sierra 2,048 70.4 Trillion 67.258

Case study: Persisting & versioning of 
dynamic graph data structures

An important feature for exploratory data analytics is 
the ability to snapshot and persist versions of complex 
data structures. Like the requirement of lightweight 
detaching and reattaching to persistent data structures 
previously discussed, when significant compute time 
has been consumed building complex interconnect-
ed data structures, persisting consistent snapshots of 
them becomes invaluable. Examples of such use cases 
include preserving periodic snapshots (e.g., nightly 
snapshots) of live data streams or preserving the incre-
mental steps with provenance within a complex data 
analytics pipeline. 

To achieve such snapshot consistency, Metall em-
ploys an explicit, coarse-grained persistence policy in 
which persistence is guaranteed only when the heap 
is saved in a snapshot to the backing store. Youssef, 
Iwabuchi, et al. recently developed a technique to 
enable space-efficient snapshots that only stores the 
difference from previous snapshots instead of dupli-
cating the entire persistent heap [12]. 

To illustrate this approach, the team dynamically 
constructed a graph consisting of the dynamic hy-
perlink structure of Wikipedia from January 2001 
through July 2017. The graph contains a total of 1.8 
billion temporal hyperlink edges. The persistent data 
structure used was a classic adjacency list implement-
ed with Metall, and the experimental platform was 
a 48-core AMD EPYC machine with 256-gigabyte 
DRAM and 1.6-terabyte NVMe SSD for graph data 
structure storage. 

As the Wikipedia hyperlink graph is ingested in 
temporal order, monthly snapshots are taken of the 
adjacency list data structure to mimic a data scientist 
preparing for a longitudinal study. Figure 2 shows 

the cumulative storage requirements to preserve the 
monthly snapshots, with and without the deduplica-
tion approach developed by Youssef [12]; in total, a 
33.2 percent storage savings is achieved using de-
duplication. There is a performance trade-off with 
deduplication based on the granularity or block size, 
and figure 3 presents the trade-off between storage 
improvement and execution performance as a factor 
of Metall’s persistent store block size.

This approach is not limited to graph analytics, 
and the goal of Metall’s persistent snapshots is to 
enable data scientists to preserve the state of evolv-
ing data, preserve intermediate steps of a complex 
analytics pipeline, utilize intermediate steps within 
collaborators’ workflows, or to simply allow an “undo” 
when performing exploratory data analytics on large 
data sets.

Looking forward: HPC-scale 
property graphs

As we anticipate the future needs of data scientists, 
an emerging trend is the need to support HPC-scale 
topological relationships with rich unstructured 
metadata at vertices and edges, commonly referred to 
as property graphs. Often, these relational data sets 
are stored as several database tables whose fields relate 
data in table A to table B in explicit and implicit ways. 
Network scientists wishing to understand important 
higher-order behavior within these data sets make 
modeling decisions to represent the collection of 
tables as a large graph. Figure 4 (on page 38) illustrates 
a prototypical example of a cybersecurity property 
graph based on a graph representation inspired by 
the Defense Advanced Research Projects Agency 
(DARPA) Operationally Transparent Cyber (OpTC) 
data set [13]. In this example, one table represents 
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FIGURE 2. Cumulative storage size of monthly snapshots of the 16-year Wikipedia dynamic hyperlink graph; Metall’s deduplication 
features save 33.2 percent storage [12].

FIGURE 3. With Metall’s deduplication, there is a trade-off between storage and time costs to store monthly snapshots of the 16-year 
Wikipedia dynamic hyperlink graph [12]. 
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information about operating system processes and 
a second table represents network connections. The 
existence of edges, the direction of edges, and edge 
weights are commonly functions of the many fields in 
each table. 

FIGURE 4. In this illustration, topological data and metadata are fused into a property graph inspired by DARPA’s OpTC data set. The 
property graph represents a cybersecurity scenario in which Host0 uses Secure Shell (SSH) to look around on Host1, and Host2 uses 
File Transfer Protocol (FTP) to transfer large files to/from Host1.

In most of today’s large-scale graph frameworks 
where a complex graph algorithm can be efficiently 
executed, it is common to have the following cy-
clic-modeling analytic workflow:

1.    Use a model to construct the graph topology, 
2.    Run a possibly expensive graph analytic,
3.    Use the output to realize better modeling deci-

sions could have been made, 
4.    Repeat many times (redefining the graph model-

ing and rerunning the analytic) until converging 
to a desirable analysis.

This process is often slow and can take weeks to 
resolve as cycles 1 through 3 may involve recomputing 
entire computational workflows, reading and writing 
entire passes of the massive data to disk, interpreting 
output and intermediate results, and communicating 
results or consulting with the domain scientists on 
how to improve the graph model. Utilizing persistent 
memory in the ways we have advocated facilitates 
keeping the metadata in place with the topology 
which, in turn, allows more reuse of intermediate 
results, greatly enhanced interactivity at scale, more 

potential for multiuser data interactivity, and paves the 
way for artificial-intelligence-based techniques that 
can refine such workflows automatically.

In our LLNL research projects, we have recently 
demonstrated the power of utilizing property graphs 
on massive relational data sets. Steil et al. prototyped 
an HPC capability that allows network scientists to 
survey the types of triangles (three-vertex cycles, 
where type can be defined by the user as a function 
of what metadata is involved) present within their 
relational data sets [14]. The framework is designed so 
that a network scientist can tailor a custom callback 
function that is invoked when a triangle is detect-
ed, reading vertex and edge metadata, and counting 
the specific type of triangle. Such surveys scale to a 
128-billion-edge WWW hyperlink graph, with the 
triangle type being defined as unique combinations of 
three top-level domains (website URLs) involved in 
each triangle.

These property graph capabilities allow network 
scientists to more directly begin studying how meta-
data is important in the formation of higher-order 
network structures within their massive relational data 
sets. A common desire is to understand the impor-
tance of more general higher-order graph patterns 
(motifs) within massive data. Today, this is often done 
in a cumbersome cyclic-modeling analytic workflow, 
where vertex/edge labels are decided upon, a graph 
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pattern-matching algorithm (such as PruneJuice 
[15]) is applied, and various motifs are explored and 
compared with other metadata to gauge importance. 
Often this cycle needs to be repeated with different 
definitions of edges and vertex/edge labels to discover 
a meaningful pattern. 

We envision persistent memory will be the sub-
strate that enables topological and metadata analytics 
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Hardening the Hardware 
Supply Chain: Standardized 
Artifacts Enable Automated 
Accountability
A n d r e w  M e d a k

Counterfeit, substandard, and malicious electronic components pose a risk to the US 
government as well as the broader US economy. Today, the Department of Homeland 
Security has identified 16 critical infrastructure sectors, “namely systems and assets, 

whether physical or virtual, so vital to the United States that the incapacity or destruction 
of such systems and assets would have a debilitating impact on security, national 
economic security, national public health or safety, or any combination of those matters” 
[1]. The Cybersecurity and Infrastructure Security Agency emphasizes that “the Information 
Technology Sector is central to the nation’s security, economy, and public health and safety 
as businesses, governments, academia, and private citizens are increasingly dependent upon 
Information Technology Sector functions” [2].
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Most cybersecurity solutions begin protection 
after an individual computing device is up 
and running. There exists a security gap that 

relies on a belief that the configuration of the device 
is trustworthy. That gap is today covered using tam-
per-indicative security tape and handwritten signa-
tures. There is no feasible way for a typical end-user to 
know whether an information technology (IT) device 
contains the same components that the manufacturer 
installed into the device. Building and maintaining 
local trust in the device hardware is critical to extend-
ing trust to anything running on top of that hardware. 
This article presents one application of standards to in-
crease the integrity of the hardware supply chain and 
introduces a path forward to increasing the confidence 
in this approach.

A recent executive order has made it a priority to 
modernize the cybersecurity of the federal govern-
ment by incorporating zero trust capabilities. “Zero 
Trust Architecture embeds comprehensive security 
monitoring; granular risk-based access controls; and 
system security automation in a coordinated manner 
throughout all aspects of the infrastructure in order to 
focus on protecting data in real-time within a dynam-
ic threat environment” [3]. The National Institute of 
Standards and Technology (NIST) further expands 
that a zero touch “approach is primarily focused on 
data and service protection but can and should be 
expanded to include all enterprise assets” and that an 
aspect of the architecture requires the identification of 
assets owned [4]. This article will additionally docu-
ment how assurance over the hardware supply chain 
within the zero trust architecture is achievable today.

When a computing device is procured, the bill of 
materials (BOM) will say what components are within 
the device. That sheet of paper could be used in a pro-
cess that includes physically opening the device and 
manually identifying components against the BOM. 
The handwritten signature on that BOM provides 
some attribution that someone was confident in the 
configuration of the device. This process exposes the 
internal components of the device to an attack and 
would be time-prohibitive to conduct on every device. 
The NSA’s Laboratory for Advanced Cybersecurity 
Research (LACR) has developed standards-based 
means to cryptographically validate the hardware 
configuration of a device and its components. These 
standards specify artifacts that enable automated and 

scalable validation of the hardware supply chain via an 
acceptance test that can be integrated into a procure-
ment system of any size. The coverage of this accep-
tance test includes 100 percent of devices procured 
before they ever touch a trusted network. The valida-
tion process is being used to detect counterfeit devices 
and components, firmware alterations, and security 
properties of each device. The output of this accep-
tance test is a digital certificate that can be used to 
prove to the intended network that the device passed 
validation and is in a trustworthy state. This certificate 
also enables a local device identity on the network. 
This capability increases confidence in the integrity of 
the device from the production line to the desktop and 
is adaptable to authorized changes throughout the life 
cycle of that device.

Roots of trust
The goal is to establish trust in a new device by veri-
fying components came from trusted sources and by 
verifying the endorsements made by those trusted 
sources against the current state of the device. Before 
anything can be verified, the device requires one com-
ponent that can enable cryptographic functions within 
the device and act as a beachhead—on which the first 
notion of trust can be established.

One technique uses the Trusted Platform Module 
(TPM) [5], a cryptographic standard maintained by 
the Trusted Computing Group. Other cryptographic 
options could be used in place of the TPM. Those 
other solutions must be able to perform a similar set 
of functions in order to become that beachhead of 
trust in the device. The TPM can be implemented in 
a variety of ways to best fit the size and criticality of 
the device [6]. Ultimately, LACR recommends that a 
security expert review these options and select the best 
fit for the application. Physical and firmware TPMs 
are very common in the IT landscape today. Microsoft 
has required the inclusion of a TPM for new devices 
to be shipped with the Windows logo for desktop 
editions of Windows 10 since 2016 [7]. They took that 
a step further this year with Windows 11 by making 
the TPM 2.0 a requirement “in order to run Windows” 
[8]. It’s important to remember that the purpose of 
any root of trust is to enable cryptographic functions 
within the device. Cybersecurity capabilities are built 
on top of that root of trust.
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An aspect of building confidence in the root of trust 
is understanding how it is specified to work, by criti-
cally reviewing the code, and by gauging confidence in 
that solution within the cybersecurity community. The 
standards and code for the TPM are open to public 
review. There is an industry of cyber experts that are 
capable of critical review and are implementing TPM-
based technology. And while some vulnerabilities have 
been found, they have either been fixed or require 
extraordinary access to a device. Part of this capability 
is meant to significantly raise the bar in terms of dif-
ficulty of executing an attack. At the same time, it can 
enable rapid mitigation once a threat is identified.

Beyond doing homework to understand the root of 
trust, the device owner also needs to be able to verify 
the authenticity of its manufacturer. The TPM fills this 
role through an Endorsement Key. This key can be cre-
ated at any time during the life cycle of the TPM. The 
strongest assurance is possible when the key is created 
by the manufacturer of the TPM and is accompanied 
by an artifact that contains signed assertions about 
the key as well as the TPM. This Endorsement Key 
Certificate enables the device owner to verify the TPM 
was built by a particular manufacturer, that the TPM 
possesses the Endorsement Key described in the cer-
tificate, and that the key meets the desired algorithm 
and bit-length requirements. Those algorithm and 
bit-length requirements should again be reviewed by 
a security expert to meet the criticality of the device. 
The TPM manufacturer signs the Endorsement Key 
Certificate [9] using a certification path that includes 
a root certificate it publishes. The Endorsement Key is 
generally a restricted decryption key, and the TPM has 
functions that enable the device owner to challenge 
it to prove possession of the key. The ability for the 
TPM to prove it possesses a specific Endorsement Key 
endorsed by the exact TPM manufacturer expected by 
the device owner is critical to extending trust outside 
the cryptographic chip. This establishes a very strong 
binding to the root of trust [10].

Extending trust from the root
Extra time was spent discussing the provisioning of 
the root of trust because that first verification step is 
critical to the operation of everything that comes af-
terward. Additional verification will take place, and it 
all extends from this first step. If an error was found at 
this step, no additional verification should take place. 

One of NIST’s tenets of zero trust states, “The enter-
prise collects as much information as possible about 
the current state of assets, network infrastructure and 
communications and uses it to improve its security 
posture” [4]. The next step to securing the hardware 
supply chain is to extend trust from the root to arti-
facts that can be used to verify the current state of the 
hardware configuration of the device. This is where 
that digital hardware BOM comes in. 

Earlier in this article, it was stated that one could 
open the device and manually identify components 
against a printed BOM. Information printed on the 
label of each component includes identifiers such as 
manufacturer names, model numbers, and serial num-
bers. Those identifiers can be compared against the 
printed list. That process would rely on the accuracy 
of the BOM as well as confidence in the information 
on the label of each component. These same identifiers 
are delivered digitally to the device by the firmware 
installed on those components. This information is 
used for the purpose of enabling management of each 
component by an operating system. Encoding the 
information into an artifact endorsed by the manufac-
turer who installs those components enables valida-
tion of a digital hardware bill of materials (HBOM) 
that is analogous to the validation of the Endorsement 
Key Certificate.

The Trusted Computing Group’s Platform 
Certificate [11] is one option for a digital artifact that 
can be used as an HBOM. The Platform Certificate en-
capsulates hardware component identifiers that make 
up a device and is endorsed by a supply chain entity. 
In this context, a supply chain entity is anyone who 
adds a component to or removes a component from 
the device at any point in its supply chain. It could be 
the original equipment manufacturer, value-added 
resellers, enterprise IT services, or even an individ-
ual. Each entity creates a certification path that they 
use to endorse artifacts and delivers the root of that 
certification path separately from the device so that 
the device owner can select the supply chain entities 
they trust to have participated in the construction of 
their device. The Platform Certificate also encapsulates 
a link to the root of trust; in our case, a link to the 
Endorsement Key Certificate of a TPM. The trustwor-
thiness of that link is dependent on trust in the supply 
chain entity as well as verification of the root of trust 
as discussed in the previous section. Figure 1 shows 
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the relationship of the certificate with a device. The 
Platform Certificate can be delivered in multiple ways, 
including on the device or via a blockchain [12]. The 
certification path should be delivered separately from 
the Platform Certificate. For several years, some TPM 
manufacturers have posted their certification paths 
publicly on their websites [13, 14].

FIGURE 1. The platform certificate is an endorsed artifact that 
contains facts about the hardware configuration of a computing 
device. Trust is extended from the root of trust to the certificate.

Component identification
Together, the Endorsement Key Certificate and the 
Platform Certificate introduce a framework to per-
form device identification with a component list that 
includes strong binding to a root of trust, account-
ability to manufacturers, and is entirely verifiable 
by software. A zero trust architecture can compare 
the real-time configuration of a device against these 
endorsed artifacts.

One challenge to this capability is ensuring the 
HBOM artifact encapsulates reliable component 
identifiers. The primary source of platform-indepen-
dent digital hardware identifiers for a component is 
the component firmware. Any services that collect 
those identifiers for management of a component, 
including system firmware or an operating system, 
can change the formatting in a way that creates a 
dependency on that service. Understanding how 
those services report identifiers is essential prior to 
using them as a source of identifiers for inclusion 
into the Platform Certificate. Otherwise, identifiers 
collected on Windows may not match those collect-
ed on Linux despite both sets referencing the same 
physical component.

Therefore, it is important that standards are de-
veloped that define how to translate component 
identifiers from reliable sources for encoding into 
the endorsed artifact. Those same standards can be 
programmed into verification software to ensure 
this capability is scalable. To this end, the Trusted 
Computing Group is publishing standards to make its 
Platform Certificate interoperable. There are already 
two published standards for encoding identifiers: one 
for sourcing information from System Management 
Basic Input/Output System (SMBIOS) [15], and 
another to cover Peripheral Component Interconnect 
Express (PCIe) [16] components. Suggestions are wel-
come for additional protocols to target. 

Firmware verification
As inferred previously, component identification relies 
on accurate component identifiers coming from com-
ponent firmware. This is dependent upon information 
that could be altered by firmware updates. To increase 
confidence in these identifiers seen by the device, 
tracking of firmware configuration is required—in a 
similar way to the hardware configuration. 

The Trusted Computing Group describes the at-
testation of firmware integrity measurements, “When 
a Platform with a TPM boots, executable compo-
nents may perform integrity measurements of other 
components and extend these in the TPM’s Platform 
Configuration Registers (PCRs) before passing exe-
cution control to the newly measured components. 
Changes to the values in the PCRs would then indi-
cate changes to the measured components” [10]. To 
accomplish firmware verification, each supply chain 
entity captures changes in firmware measurements 
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into an endorsed artifact called a Reference Integrity 
Manifest (RIM) [17]. Then at each subsequent point 
in the supply chain, the real-time state of the firmware 
can be verified against those measurements endorsed 
into the RIM. 

Component attestation
Component identification and firmware validation 
can easily detect mistakes during the production of a 
device and provide accountability to the supply chain 
entity responsible. An increased level of sophistication 
is required, but there still exists a chance for an attack-
er to swap hardware components and alter firmware 
to report the identifiers expected in the platform 
certificate. Without additional validation methods, a 
swapped component with undefined traits could be 
carried by a device, and it would pass the supply chain 
acceptance test. 

The hardware supply chain claims covered by the 
standards outlined in this article will be enhanced 
with the introduction of technologies that enable com-
ponents to carry their own roots of trust. Standards 
like Device Identifier Composition Engine (DICE) 
[18], Security Protocol and Data Model (SPDM) [19], 
Enhanced Privacy ID (EPID) [20] enable component 
manufacturers to deliver endorsed identity certificates 
and keys, even on resource-constrained components. 
Referencing those identities within the Platform 
Certificate will enable an ability to identify all compo-
nents of a device as well as establish a strong cryp-
tographic binding to them via a nonce challenge.

Component attestation will significantly increase 
the time and access required to perform a hardware 
supply chain attack. At that point, confidence in the 
security of this acceptance test is dependent on trust 
in the endorsing supply chain entities and the security 
analysis of the standards that extend from those roots 
of trust. All the standards used in this method are 
open. Constant public scrutiny and security analysis is 
required to maintain trust in these standards.

Use cases

Supply chain acceptance test

Supply Chain validation of every new device is 
the primary use case that we’ve focused on for this 

technology. The acceptance test described in this 
article elevates supply chain assurance from checking 
physical tape seals to Top Secret-grade cryptography 
[21]. It should be used to verify the components of 
a device are authentic before allowing the device to 
connect to a trusted network. Figure 2 illustrates the 
acceptance test. From the left, one truck is carrying 
devices that possess TPM-based artifacts and that are 
accepted at a facility. From the right, a different truck 
is carrying devices to the facility that do not pass the 
acceptance test.

The acceptance test is extensible in that it allows for 
multiple supply chain entities to participate—includ-
ing the device owner—as long as they are authorized 
to change the hardware configuration of a device. 
There could be more than one Platform Certificate 
and/or more than one RIM involved in the validation 
of a single device. For example, an original equipment 
manufacturer may only add a processor to a TPM-
enabled motherboard. That entity would endorse a 
base Platform Certificate that included component 
identifiers for those two components. There might 
not even be enough of a device yet to create a RIM. 
Another entity may add additional components to 
the device and that entity would endorse a Delta 
Platform Certificate with those component identifiers. 
Each supply chain entity must include any hardware 
or firmware changes made to the device for it to pass 
the acceptance test. Ultimately, the device owner is 
empowered to select the entities they trust to have 
participated in the supply chain of the device.

The device owner could also be a supply chain en-
tity. They may wish to add memory or remove a hard 
disk. In these cases, they would need to create and 
protect a local certification path to endorse their own 
Platform Certificates or RIMs as necessary to track 
changes to the device.

Local device identity

One output of the acceptance test is a certificate signed 
by a local certificate authority confirming that the 
device passed validation. Specifically, that the root 
of trust within the device possessed a particular key 
endorsed by the manufacturer of the root of trust and 
that all of the supply chain checks built on top of that 
key also passed. This local Certificate Authority is con-
trolled by the device or network owner. This certificate 
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FIGURE 2. The supply chain acceptance test ensures only devices that have the appropriate artifacts (illustrated on the left) and can 
pass validation will continue through the supply chain; whereas, those without the appropriate artifacts (illustrated on the right) fail 
the test and are not accepted. 

binds the device to its root of trust and also to the 
local network.

Additional keys and certificates can be issued 
during the same provisioning procedure that en-
able device identity. The Institute of Electrical 
and Electronics Engineers (IEEE) explains that “A 
Secure Device Identifier (DevID) is cryptographi-
cally bound to a device and supports authentication 
of the device’s identity. An Initial Device Identifier 
(IDevID) provided by the supplier of a device 
can be supplemented by Local Device Identifiers 
(LDevIDs) facilitating enrollment (provisioning of 
authentication and authorization credentials) by local 
network administrators” [22].

An IDevID Certificate is proof that the endorser 
felt comfortable creating and certifying a key that 
can be used as an identity for the life of the device. 
An LDevID Certificate declares that all the artifacts 
along the entire supply chain were verified against the 
current state of the device—if it is signed by a local 
Certificate Authority that has appropriate policies in 
place and is trusted by the network owner. 

Part of migrating to a zero trust architecture is the 
need to identify assets owned by the enterprise [4]. 
The Platform Certificate and the LDevID provide a 
strong cryptographically verifiable identification of an 
asset and the components that make up that asset. 

Opinions differ on whether all applications require 
a thorough supply chain check before creating the 
device identity. It could save the time necessary to run 
the acceptance test by using an IDevID pre-built into 

the device. But I think local verification of the artifacts 
should be required in all situations. No matter if it’s 
a Top Secret network or a personal network at home. 
Nobody who cares about the security of their net-
work installs a new computer knowing it will cause a 
vulnerability. It is possible to design this supply chain 
risk mitigation to make the provisioning procedure 
as simple as plugging in a device and starting it. This 
device identity has multiple applications from within 
low-level management services all the way up to user 
applications. The confidence and scalability of the 
acceptance test is too strong to pass on.

For example, NSA recommends Port Security on 
all Network Devices. “Port security 802.1x device 
authentication should be enabled to force clients to 
authenticate before they are allowed onto the network” 
[23]. This strategy introduces public key infrastructure 
(PKI) trust mechanisms to only allow devices that 
possess signed certificates the enterprise trusts with 
access to the network. The LDevID created during the 
provisioning process of a device can be used in con-
junction with the IEEE 802.1x authentication protocol 
to allow a device to cryptographically prove its identity 
to network devices to attain network transport access. 
If the LDevID key is stored within a TPM, verification 
of that root of trust ensures a strong cryptographic 
binding between the identity and the device [24]. No 
matter the size or purpose of the network, the zero 
trust architecture will greatly benefit from only creat-
ing local device identities for devices that have passed 
hardware supply chain validation.
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Asset management and security 
monitoring

Security monitoring does not end with the acceptance 
test. “The enterprise monitors and measures the integ-
rity and security posture of all owned and associated 
assets. No asset is inherently trusted” [4]. These supply 
chain artifacts are intended to represent the hardware 
configuration of a device from its time on a produc-
tion line through the end of its life. The acceptance test 
is intended to be scalable and run remotely. It enables 
continuous monitoring of 100 percent of the devices 
on a network. Once a device is added to a trusted net-
work, the network owner may set a policy to verify the 
hardware configuration of that device as often as they 
wish. All of this requires strong trust in the device as 
early in the supply chain as possible.

Recovery from a supply chain attack

Verifying the integrity of the supply chain increases 
confidence there were no unauthorized components 
added or removed from the device. If an attacker were 
to be successful in hiding malicious hardware, or if 
they gained access to the private keys of the certifi-
cation path of a supply chain entity, then every entity 
after that point in the supply chain would have to 
contend with configuration changes endorsed by a 
potentially trusted entity. There could be a situation 
where a network owner needs an ability to recover 
from the supply chain attack. That recovery will in-
volve locating all devices on the network that contain 
compromised components.

As devices go through the acceptance test, their 
component information is stored into an asset man-
agement system within the zero trust architecture. If 
a faulty or malicious component is discovered, the 
network owner has an ability to identify and locate 
all the devices on the network that have that same 
component. Additionally, supply chain artifacts for 
those devices will enable attribution to find where 
in the supply chain compromised components were 
installed. Recovery time from a supply chain attack is 
greatly improved since the acceptance test is meant to 
provision every device. 

Open-source applications
LACR has released open-source projects on 
GitHub. These projects are used to demonstrate our 

provisioning protocol and to ease the burden on man-
ufacturers as they build infrastructure.

The Host Integrity at Runtime and Startup (HIRS) 
Attestation Certificate Authority [25] consists of a 
client and server application. It performs the full 
provisioning protocol on a TPM-enabled device. 
This includes:

 � Verifying the Endorsement Key Certificate was 
signed by a trusted TPM manufacturer,

 � Ensuring the Endorsement Key meets our 
security requirements,

 � Performing a nonce check to ensure the TPM 
contains the specific Endorsement Key endorsed 
by the TPM manufacturer,

 � Verifying the Platform Certificate(s) were signed 
by trusted supply chain entities,

 � Comparing hardware component information 
within the Platform Certificate(s) against the 
current state of the device and TPM,

 � Verifying the RIM(s) were signed by trusted 
supply chain entities,

 � Comparing measurements within the RIM(s) 
against the TPM quote and event log, and

 � Creation and certification of keys within the 
TPM that enable proof of supply chain validation 
on the local network as well as additional uses 
for those keys in post-provisioning applications.

The Platform Attribute Certificate Creator 
(PACCOR) [26] is a tool for creating platform certifi-
cates. The main goals of the project are:

 � To ease the burden on entities who wish to create 
platform attribution certificates according to the 
Trusted Computing Group specification,

 � To demonstrate how details from a platform can 
be gathered in a quick, automated manner, and

 � To demonstrate that component identifi-
cation can be accomplished regardless of 
Operating System.

PACCOR works on Windows and Linux to

 � Gather all component identifiers automatically,
 � Gather the Endorsement Key Certificate from 
the TPM,

 � Generate and sign a platform certificate, and
 � Validate the signature on an attribute certificate.

Return to CONTENTS



 The Next Wave | Vol. 23 No. 2 | 2022 | 47

FEATURE

The tcg_rim_tool [27] can be used to create NISTIR 
8060 compatible Software Identification (SWID) tags 
that adhere to the Trusted Computing Group PC 
Client RIM specification. It also supports the ability to 
digitally sign the Base RIM file as the HIRS Attestation 
Certificate Authority (ACA) will require a valid signa-
ture in order to upload any RIM file.

The PC Client RIM Specification utilizes the TPM 
Event Log as a Support RIM type. It was useful to have 
a tool for inspecting the contents of the TPM event 
log. The tcg_eventlog_tool [28] parses the binary 
Event Log, prints events as human readable output, 
and provides hexadecimal events which can be used as 
test patterns. It can also be used to compare event logs 
to find details on what events caused mismatches.

Sample scenario
To help illustrate the acceptance test, here’s an outline 
of what happens when a shipment of devices arrives 
at a customer site. Keep in mind that the test scales 
to any number of devices within the shipment. The 
customer site could be anywhere from a home to 
a warehouse.

Each device in the shipment is pulled aside and

 � Assigned a local barcode or name.
 � Connected to a server hosting the 
acceptance test.

 � Scanned for artifacts to be verified by the 
acceptance test,

 » This could include a Platform Certificate, 
RIM, and component attestation identities.

 � If the acceptance test is HIRS, performs the full 
provisioning protocol outlined earlier. 

 � If the device is successfully validated using the 
acceptance test,

 » It is given one or more certified local de-
vice identities from the ACA and

 » Enrolled in network asset management 
databases and monitoring services.

Throughout its life cycle, the device could be 
modified by the customer. This could be a hardware 
or firmware change to any of the components within 
the device.

In that case, the customer would

 � Create additional artifacts as necessary to docu-
ment the modification,

 � Sign those artifacts using a local CA to endorse 
the modification, and

 � Include those new artifacts so that testing the 
device will see that modification was accepted.

Results and commercial adoption
Our open-source applications have been shown to 
work in demonstration and piloting capacities of 
increasing scale. The latest pilot included 96 desktop 
and laptop computers from two manufacturers. All 96 
were tested to prove that the hardware configuration 
of each device was consistent from the production line 
of the original equipment manufacturer to the loading 
dock of the customer. This capability also works on 
any network device that can support a TPM, includ-
ing servers and routers. Additional pilots helped to 
show interest in this technology, increase the capa-
bility of the software, and prove its readiness to scale 
even more.

Major suppliers of computing equipment to the 
Department of Defense (DoD) are investing in this 
capability. And these manufacturers have been mak-
ing progress on implementation in both research and 
production despite the pandemic. Hewlett Packard 
Enterprise (HPE) is including Platform Certificates 
and IDevIDs on their server products as of June 2021 
[29]. Dell began offering Platform Certificates on their 
server products at the end of 2020 [30]. Intel expand-
ed their Transparent Supply Chain service last year to 
include servers as well as some of their client devices 
[31]. Any vendors that supply computing equipment 
to the DoD should feel encouraged to begin imple-
menting the generation of these supply chain artifacts 
into their production infrastructure. 

Conclusion
Zero trust is an attractive catch phrase that is defined 
in many ways today. The name on its own can give a 
false sense that trust is being removed from the secu-
rity architecture. As seen throughout this article, zero 
trust relies on the continuous re-evaluation in confi-
dence that only authorized code, hardware, resources, 
and people are included in the architecture. Trust is 
assigned to entities via the digital signatures they use 
to endorse their products. People still need to contin-
uously vet all cryptographic solutions and standards, 
as well as the supply chain entities, that are included in 
their architecture. I like the simplicity of this definition 
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IBM is using in some of their marketing, “A zero trust 
approach aims to wrap security around every user, 
every device, every connection—every time” [32].

Hardware validation is a difficult problem because 
additional capabilities can lay dormant until activat-
ed—sometimes after all verification checks have been 
passed. One thing we can do is verify these hardware 
components were manufactured and installed by 
expected entities. The standardized artifacts high-
lighted in this article assign accountability to supply 
chain entities for those components. They enable 
a path to identify and verify the trustworthiness of 
devices remotely on a network. They also provide a 
means to recover from a hardware-based attack and 
locate components on the network if they are found to 
be corrupted. 

With increased strong integrity capability, commer-
cial adoption, and ongoing research of enhancements, 
this capability is ready for prime time. The acceptance 
test provides critical evaluation of the integrity of a de-
vice, can be performed on every device procured with 
supply chain artifacts, and can be performed prior to 
placing any device on a trusted network.

The US DoD has included the TPM as a require-
ment on new computer assets procured by DoD com-
ponents since 2014. Inclusion of a TPM on an asset is 
only half the answer. The other half is to implement 
cybersecurity capabilities that may rely on the TPM 
as a root of trust. In fact, NSA is tasked to “identify 
use cases and implementation standards and plans for 
DoD to leverage TPM functionality fully to enhance 
IT device security, including platform integrity verifi-
cation, platform identification and authentication, and 
enhanced encryption” [33]. NIST is hosting a Supply 
Chain Assurance project that will produce SP 1800-
34, a Cybersecurity Practice Guide to Validating the 
Integrity of Computing Devices [34]. That series of 
documents should help NSA with its task.

This capability has reached a stage where vendors 
have built infrastructure within their factories to make 
this a reality. Continuing to pilot and scale up shows 
vendors that there is interest in this ability for the 
owner of a device to perform this kind of verification. 
It is available to large enterprises and personal home 
networks through open-source standards and appli-
cations. Because the capability is being built on open 
standards, everyone has an opportunity to learn about 
how it works, its security implications, and start to 
use it.
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